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Figure 1: Pipeline for the automated teacher feedback.

ABSTRACT
Although learners are being connected 1:1 with instructors at an increasing scale, most of these instructors do not receive effective, consistent feedback to help them improve. We deployed M-Powering Teachers, an automated tool based on natural language processing to give instructors feedback on dialogic instructional practices—including their uptake of student contributions, talk time and questioning practices—in a 1:1 online learning context. We conducted a randomized controlled trial on Polygence, a research mentorship platform for high schoolers (n=414 mentors) to evaluate the effectiveness of the feedback tool. We find that the intervention improved mentors’ uptake of student contributions by 10%, reduced their talk time by 5% and improved student’s experience with the program as well as their relative optimism about their academic future. These results corroborate existing evidence that scalable and low-cost automated feedback can improve instruction and learning in online educational contexts.

CCS CONCEPTS
• Applied computing → Computer-assisted instruction.
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1 INTRODUCTION
Online 1:1 instruction is growing at an unprecedented speed, due to the well-documented effectiveness of 1:1 tutoring (Blooms' 2 sigma problem [3]), technological advances, funding resources, and demand for online educational opportunities generated by the Covid-19 pandemic1. Instructors on these platforms come from a wide range of backgrounds and are usually novices. However, apart from minimal training, most instructors do not receive consistent feedback on their instruction to help them improve. Studies in K-12 settings have consistently found that providing teachers with formative — nonevaluative, supportive, timely and specific — feedback through human-based classroom observations can improve both their instruction effectiveness [19, 24] and their students’ outcomes [25, 28]. However, due to the large amount of resources required for conventional classroom observations, such methods for providing feedback cannot be easily scaled to these growing number of 1:1 teaching contexts.

Recent work has shown that consistent, automated feedback can improve instruction effectively and at scale in small group contexts. For example, Demszky et al. [7] introduced an automated tool powered by natural language processing (NLP), henceforth referred to as M-Powering Teachers. M-Powering Teachers provides automated feedback to teachers on their uptake of student contributions—namely, instances when a teacher acknowledges, revoices, and uses students’ ideas as resources in their instruction[5, 21]. Their randomized study in Code in Place, an online programming course with a 1:10 instructor to student ratio showed that M-Powering Teachers can improve instructors’ practice, including their uptake of student ideas and questioning, as well as students’ satisfaction with the course. Building on Demszky et al. [7], we study the extent

1https://www.chalkbeat.org/2022/6/29/23186973/virtual-tutoring-schools-covid-relief-money
to which the effectiveness of M-Powering Teachers translates to a 1:1 instructional setting.

We conducted a randomized controlled trial (n=414 instructors) on Polygence, a U.S.-based platform that pairs high schoolers with research mentors. Polygence complements Code in Place in several ways that help illuminate the generalizability of M-Powering Teachers. First, 1:1 instruction has different dynamics than small group instruction, allowing for more personalized instruction and the development of a closer personal relationship between the instructor and the student. These features may impact the effectiveness of the automated feedback in unforeseen ways. Second, unlike the five weekly sections of Code in Place, Polygence offers 10 sessions that spread across several months, which allows us to better understand how the impact of the feedback evolves over a longer period of time and with a bigger time gap between sessions. Third, the instructor and student population also differs from Code in Place: while the majority of Code in Place instructors are working professionals and the students are all adults, Polygence’s mentors primarily consist of graduate students and the students are all high schoolers. Fourth, while Code in Place sections all follow pre-defined topics, Polygence’s projects are chosen by the student and cover a diverse range of topics, such as neuroscience and art history, so we can see if the feedback applies to a diverse, student-driven curriculum.

We delivered automated feedback via M-Powering Teachers to a randomly chosen half of mentors, which we displayed on the Polygence platform within a day after each mentoring session. The feedback includes personalized insights on mentors’ uptake of student contributions, talk time, actionable advice for eliciting and building on student ideas and reflection opportunities. We sent a reminder email to mentors once their feedback is released. This study addresses the following research questions:

(1) What percentage of mentors engage with the automated feedback?
(2) What is the impact of automated feedback on mentors’ instruction?
(3) Does the automated feedback have a differential impact on different groups of mentors?
(4) What is the impact of automated feedback on project outcomes?

We use regression analyses while controlling for covariates and baseline, pre-intervention practices to answer these research questions. Our results indicate that 84% of treated mentors opened the feedback page at least once during their projects. The feedback improved treated mentors’ uptake of student contributions by 9%, the number of times they ask questions and repeat students’ substantive words by 6% and reduce mentors’ talk time by 5%, compared to the control group. Heterogeneity analysis shows that the impact of the feedback is generally similar across observed demographic groups and over time, with a few exceptions. Specifically, female and non-STEM mentors were more likely to decrease their talk time as a result of the feedback, and STEM mentors were more likely to increase their uptake as a result of the feedback. We also find evidence that treated mentors’ students enjoyed their Polygence projects 4% more and reported a 5% greater increase in optimism about their academic future.

The paper is structured as follows. Section 2 provides an overview of related work on automated tools for analyzing and providing feedback to teachers on their instruction. Section 3 introduces the background for the study, describing the statistics of the participant population and analytical sample. Section 4 describes M-Powering Teachers, our feedback tool. In Section 5, we introduce the setup for the randomized controlled trial and the analyses we used to answer each of the four research questions. In Section 6 we provide results for the research questions. Finally, in Section 7 we discuss implications and limitations of our study and provide a window into future work.

2 RELATED WORK

In the education literature, many scholars agree that providing formative feedback is critical for both learners and instructors [13]. With recent technological advances, there has been a growing number of efforts aimed at building automated feedback tools for educators. Such tools can provide teachers with objective insights on their practice in a scalable and consistent way and thereby offer complementary advantages to expert feedback, which is challenging to scale due to resource constraints and teachers’ buy-in to inherently subjective information on their teaching [19].

The majority of automated tools provide teachers with analytics on student engagement and progress that allow teachers to monitor student learning and intervene when needed [1, 2, among others]. For example, tools are designed to facilitate teachers to monitor student concentration on lesson activities [26], discover critical moments in group learning [23], and make decisions on what exercises to assign to students [4]. However, few tools provide teachers with feedback that can serve as a vehicle for self-reflection and instructional improvement based on teachers’ own practice. To help address this gap, researchers have developed measures to detect teacher talk moves linked to dialogic instruction, a pedagogical approach that involves students in a collaborative construction of meaning and is characterized by shared control over key aspects of classroom discourse [9, 10, 17, 18, 22]. For example, Kelly et al. [18] propose an NLP measure trained on human-coded transcripts of live classroom audio to identify the number of authentic questions a teacher asks in her classroom. Moving beyond measurement to teacher feedback, Suresh et al. [27] introduce the TalkMoves application that provides teachers with information on the extent to which they use dialogic talk moves, including pressing for accuracy and revoicing student ideas.

While new methods and tools for automated teacher feedback are emerging, the field still lacks data and rigorous evaluation on whether such tools indeed improve teaching and student outcomes. For the limited number of tools for which such studies exist, the results vary. Jacobs et al. [16] found that the TalkMoves application was perceived positively by K-12 math teachers. The authors observed a positive but not significant trend for the impact of the feedback on teacher practice; lack of significance is potentially due to its small sample size (n=21). The current study builds on prior research that showed positive impacts of the M-Powering Teachers tool on instructional practice [7], and fills a gap by being — to our knowledge — the first randomized controlled trial to test the impact
of automated discourse-based teacher feedback in 1:1 instruction settings.

3 BACKGROUND

We conducted the study on Polygence\(^2\), an online marketplace for project-based learning based in the U.S. The platform pairs high school students with research mentors — most of whom are graduate students — based on high schoolers’ interests and mentors’ expertise. Mentors’ responsibilities are providing guidance to high school students in each step of the research process: problem formulation, literature review, identifying methods, conducting analyses and showcasing their work. Mentors typically meet with students online through Zoom ten times for hour-long sessions over the course of 3-4 months; the timeline is decided by the mentors and students mutually.

The study ran between May, 2021 and September, 2022. Based on a priori power analysis using the Code in Place results, we would need four hundred mentors to achieve the minimal detectable effect size. Thus, we ended the recruitment of new mentors when we reached that targeted sample size. Participation in our study required mentors to consent to their sessions being recorded and their de-identified data to be analyzed by researchers.\(^3\)

The analytic sample comprises of 622 completed projects and 5,037 sessions, representing 414 mentors and 624 students. Table 1 summarizes the demographics of mentors and students based on data collected by Polygence. Nearly all mentors (99%) are female, whereas about a third (34%) of the students are female. As the primary responsibility of the mentors is guiding research projects, it is not surprising that 99% of mentors have a college degree, 40% have a master’s degree and 16% have obtained a PhD. The majority of mentors have expertise in STEM areas (85%), with the top 5 subjects being biology (43%), computer science (24%), neuroscience (20%) and psychology (18%). Unfortunately, we do not have data on mentors’ race/ethnicity. As for students, 46% identified themselves as Asian, 11% as Caucasian, 2% as Hispanic, 1% as Black and 1% as Native American; the rest of students declined to report their race/ethnicity.

4 THE M-POWERING TEACHERS TOOL

We adapt Demszky et al. [7]’s M-Powering Teachers tool to Polygence’s infrastructure and domain. As Figure 1 shows, the workflow for generating feedback involves (1) recording sessions, (2) transcribing the recordings, (3) conducting NLP analyses and (4) displaying the results on a web page to mentors. Polygence uses Zoom to record classes, a service that provides automatically generated transcripts via Otter.ai. Below, we provide a brief overview of the back-end analyses and the feedback page. For more details, please refer to Demszky et al. [7].

4.1 Transcript Analysis

Similarly to [7], we algorithmically analyzed the transcripts to identify various discourse-related phenomena. Our primary focus is the teachers’ uptake of student contributions measure, which was shown to be positively correlated with a range of important educational outcomes using secondary data [6, 9] and to improve practice via M-Powering Teachers [7]. We use [9]’s uptake model off-the-shelf, which was pre-trained on large corpora of educational interactions [6] and Switchboard [12] via self-supervision. Specifically, the model learns to distinguish actual student-teacher adjacency pairs (e.g. S: “I added 30 to 70.”, T: “Where did the 70 come from?”), from randomly paired student-teacher utterance pairs (e.g. S: “I added 30 to 70.”, T: “Please turn to your partner”). Using this simple training objective, the model learns to estimate the extent to which a teacher’s response is specific to a student’s contribution. At inference time, the model scores new student-teacher utterance pairs between 0 and 1, which can be interpreted as the probability of the teacher utterance being a response to the given student’s utterance. We use 0.8 as a cutoff for distinguishing high vs. low uptake [7].

We used three additional automated discourse measures to enrich our understanding of changes in instruction relevant to uptake. Given that uptake hinges on students contributing to the classroom discourse, we quantified teacher talk time proportion using timestamps from the transcripts, dividing teachers’ talk time by the sum of student and teacher talk time. We also detected teacher questions by relying on question marks and a classifier that we trained to identify questions in the absence of question marks. The question detector can help us identify follow-up questions, which tend to be the best examples of uptake, as they both build on and probe students’ ideas. We also captured the extent to which the teacher repeats students’ words using Demszky et al. [8]’s method, which found repetition to be a core component of uptake. The repetition measure computes the percentage of student words that are repeated by the teacher in their subsequent utterances.

![Table 1: Demographics of the Analytical Sample](image-url)

<table>
<thead>
<tr>
<th>Mentors</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. Mentors</td>
<td>414</td>
</tr>
<tr>
<td>In U.S.</td>
<td>99%</td>
</tr>
<tr>
<td>In Europe</td>
<td>1%</td>
</tr>
<tr>
<td>Female</td>
<td>53%</td>
</tr>
<tr>
<td>College degree</td>
<td>99%</td>
</tr>
<tr>
<td>Masters degree</td>
<td>40%</td>
</tr>
<tr>
<td>PhD degree</td>
<td>16%</td>
</tr>
<tr>
<td>STEM</td>
<td>85%</td>
</tr>
<tr>
<td>Humanities</td>
<td>44%</td>
</tr>
<tr>
<td>Top 5 Subjects</td>
<td></td>
</tr>
<tr>
<td>Biology</td>
<td>43%</td>
</tr>
<tr>
<td>Comp. Sci.</td>
<td>24%</td>
</tr>
<tr>
<td>Neuroscience</td>
<td>20%</td>
</tr>
<tr>
<td>Social Science</td>
<td>19%</td>
</tr>
<tr>
<td>Psychology</td>
<td>18%</td>
</tr>
</tbody>
</table>

Notes: Subject, race and ethnicity categories are not mutually exclusive. Percentages may not add up to 100% due to missing values.

\(^{2}\)www.polygence.org

\(^{3}\)The study was approved by the Stanford IRB (#60435).
ignoring stopwords and punctuation. See [7] for more details on these measures and their correlation with the uptake measure.

### 4.2 User Interface

Our primary objective is to empower teachers by encouraging them to reflect on their practice and to draw their own interpretations from the statistics we provide. M-Powering Teachers was designed for this purpose, with positive and non-judgmental language, specific examples and reflection opportunities. We used the same interface as Demszky et al. [7], with minor adaptations to match Polygence’s use case (e.g. changing “students” to “student” given the 1:1 setting).

Figure 2 shows the components of the one-page feedback application. Mentor name is masked with grey for anonymity. On the top of the page, a brief paragraph introduces the feedback to mentors, emphasizing that the feedback is private and its goal is to support their professional development. Then, mentors can see statistics about talk time and examples from their transcript when their questions elicited a long student utterance in the just finished session. Below the examples, mentors can see the number of up-takes they demonstrated (i.e., examples when they built on student contributions) and examples from their transcript identified by our algorithm. As we noticed that the best examples of uptake occur in the context of a teacher asking a follow-up question, we show mentors’ uptake examples that co-occur with them asking a question. We also provided an input box for users to reflect on these examples and plan for the next session. At the bottom of the page, we shared resources, including blog posts and papers on dialogic instructional practices. Finally, we provided the entire transcript to mentors for review.

### 5 METHODS

We describe the setup for the randomized controlled trial, as well as analytical methods we use to answer each of the four research questions.

#### 5.1 Randomized Controlled Trial

We conducted a randomized controlled trial to evaluate the effectiveness of the M-Powering Teachers tool for Polygence mentors. Upon joining Polygence, we assigned each participant either to the treatment (n=192) or the control group (n=222) using a random number generator. Only treatment group mentors were able to access the feedback through the Polygence website. We also sent an email to each mentor in the treatment group when their feedback session feedback was ready, usually a day after their session. We designed the email with 27 covariates do not show any statistically significant differences at the 5% level between the treatment and control groups. There is a statistically significant difference on mentors’ uptake in the first session; interestingly, treated mentors’ pre-intervention uptake is lower than those in the control group. We also conducted a joint significance test that considers all these baseline variables. The resulted $F$ statistic is only 0.89, failing to reject balance between the two conditions. This analysis validates the success of our randomization and suggests that any differences we observe later in the course are likely due to the effects of the intervention.

#### 5.2 RQ1: What percentage of mentors engage with the automated feedback?

We measure engagement with the feedback by considering whether a mentor opened the feedback page, either by clicking the link in the email or accessing it directly via the Polygence platform. We consider the percentage of mentors that engaged with the feedback at least once over the course of their projects, and also conduct a per-session analysis to study engagement with the feedback over time.

#### 5.3 RQ2: What is the impact of automated feedback on mentors’ instruction?

We use measures generated using the NLP methods described in Section 4.1 as dependent variables for measuring changes in mentor’s instructional practices. Concretely, we measure the number of times they took up student ideas per hour, the number of questions they raised per hour, the number of times they repeated student words per hour and proportion of mentor talk. We use hourly measures (rates) instead of raw counts to account for differences in section duration.

We run separate linear regression models to estimate the effect of the treatment on each dependent variable. The models are specified as below:

$$y_d = g \beta_1 + M \beta_2 + S \beta_3 + T \beta_4 + \epsilon$$

(1)

where $y$ refers to a dependent variable $d$; $g$ is a binary variable that indicates the treatment status; $M$ is a vector of mentor covariates; $S$ is a vector of student covariates, $T$ is a vector of transcript metadata; $\beta_1, \beta_2, \beta_3, \beta_4$ are parameters to be estimated and $\epsilon$ indicates the residuals. We conduct analyses at the transcript-level and cluster standard errors at the mentor level to account for repeated observations within a mentor.

We use the following binary variables as mentor covariates $M$ across all models: self-identifies as female, has a college degree, has a master’s degree, has a PhD, has coding skills, is located in Africa/America/Asia/Europe, and has mentoring experience in STEM subjects. We also include mentors’ baseline discourse features in their first session as covariates: the number of times mentors took up student ideas per hour, the number of mentor questions per hour, the number of times mentor repeated student words per hour and the proportion of mentor talk per hour in their first, pre-feedback sessions.

As for student covariates $S$, we use the following binary variables across all models: self-identifies as female, was in the same timezone

---

4Unfortunately, we do not have data on how much time mentors spent on average on the feedback page which prevents us from analyzing to what extent mentors engaged with the feedback.
as mentor, was located in Africa/America/Asia/Europe, and race or ethnicity (Asian, Black, Caucasian, Hispanic, Native American, and Other). We also include two variables as transcript covariates $T$ to capture mentors’ experiences with Polygence: the session number within the project (2-10) and the session number for the given mentor considering all of their Polygence projects. These numbers may be the same if the mentor only participated in one project throughout the study, but the latter can be higher if the mentor participated in multiple projects.

To verify that our estimates are not significantly influenced by the choice of demographic control variables, we also estimate a version of our models without them.

Figure 2: The user interface of the automated feedback on the Polygence platform.

5.4 RQ3: Does the automated feedback have a differential impact on different groups of mentors?

Mentors from different backgrounds or with different characteristics may respond differently to the feedback. We conduct a heterogeneity analysis by gender, having obtained a PhD, mentoring in STEM, and whether they demonstrated below vs above average baseline uptake in the first session. These analyses use the formula in Equation 1, separately estimating coefficients for sub-populations (e.g. female vs non-female, STEM vs non-STEM mentors).
5.5 RQ4: What is the impact of automated feedback on project outcomes?

To address this question, we consider all available outcome variables from Polygence, including self-reported survey items and the publication status of students’ work. We consider mentor and student survey items that are rated on a scale. The main item on these surveys is the Net Promoter Score (NPS). We consider the NPS to be an estimate of mentors and students’ overall experience with the project. For mentors, the question asks “On a scale from 0-10, how likely are you to recommend mentoring with Polygence to your friends/colleagues?” For students, the question asks “On a scale from 0-10 how likely is it that you would recommend Polygence to a friend?”.

In addition to the NPS ratings, we also consider students’ Mentor Review Score, on a 5-star scale (“Please leave a review of your mentor for future students who are matched with them,”) and students’ relative Optimism About their Academic Future as induced by Polygence, rated on a 0-10 scale (“Please rank how strongly you agree with this statement: ‘My Polygence experience has made me feel more excited about my academic future’ 0 = Strongly Disagree, 10 = Strongly Agree”). Appendix B lists all survey questions rated on a scale, which include the questions above and one additional question asking the mentor/student to rate their match. We exclude the match ratings in this analysis given space constraints.

Besides surveys to mentors and students, Polygence also tracks whether a project leads to a journal publication or a conference presentation based on information provided by the mentors and the students. We thus consider if a student’s work was accepted to a journal or a conference by Dec 31, 2022 as an additional outcome. This measure has the benefits of capturing the success of the tutoring sessions in a more objective manner, but also has a couple of caveats. First, Polygence may not have publication information for all projects because such information relies on mentors and students providing that information. Another limitation is that peer reviews take time, and there may be undocumented projects that are published or presented beyond the deadline we set.

We use the formula in Equation 1 for analyzing the impact of the feedback on project outcomes. The main difference from RQ1 is that we conduct analyses at the project level, rather than the transcript level, as we only observe these outcomes at the end of each project. Given that $T$ is at the transcript-level, we exclude those variables from project-level analyses.

6 RESULTS

We summarize results for each research question.

6.1 RQ1: What percentage of mentors engaged with the automated feedback?

We found that 84% of treated mentors opened the feedback page at least once during their projects, either by clicking on the link in the email or accessing it directly via the Polygence platform. This engagement started out high at the first session, when 74% of mentors checked the feedback, and it decreased over the course of the project, plateauing around 30%: session 2 (63%), session 3 (50%), session 4 (45%), session 5 (38%), session 6 (33%), session 7 (34%), session 8 (29%), and session 9 (31%).

6.2 RQ2: What is the impact of automated feedback on mentors’ instruction?

Table 2 shows that our intervention improved teaching practices across all discourse measures. On average, treated instructors took up student contributions 9% ($p < 0.05$) more times compared to the control group. Treated mentors also asked 6% more questions ($p < 0.1$) and repeated substantive words in student utterances in 6% more instances ($p < 0.05$). In contrast, treated mentors decreased their talk time to 69%, 5% less than control group mentors ($p < 0.01$). All the coefficients stay roughly the same size and significance levels when we exclude demographic controls from the models, confirming that the results are robust to the inclusion of covariates (Table 5).

To understand how the impact of the treatment evolved over time, we ran separate analyses for the first 10 sessions for each mentor (the average duration of a single project). Figure 3 shows the coefficients over time, with the horizontal line at zero indicates no effect. The coefficients suggest that while there is some variation over time but the positive impact of the feedback is consistent.
As shown in Figure 4, we find that the feedback decreased female compared to their counterparts. The feedback had a stronger impact on teaching practices for mentors who demonstrated below average baseline uptake, which was generally the case for non-STEM mentors. Lastly, we find that non-STEM mentors due to large standard errors, explained by the relatively small percentage of non-STEM mentors. There are no other observable differences between STEM and non-STEM mentors.

Interestingly, the treatment effects seem to vary more in the middle of the intervention than in the beginning and at the end. For example, the impact of the feedback on uptake, questioning, and repetition all increases in the third session compared to the second session, while we also see a dip in the impact in the ninth session and a rebound in the last session. In contrast, the pattern of the impact of the feedback on talk time is different from others: it is highest for session 2 and 9, and the lowest in the last session when it is exactly zero.

6.3 RQ3: Does the automated feedback have a differential impact on different groups of mentors?

As shown in Figure 4, we find that the feedback decreased female mentors’ talk time almost twice as much as that of their counterparts, but that there is no significant difference by gender for the other features. As a result of the feedback, mentors with a PhD repeated students’ words twice as many times as non-PhD mentors. The difference for other features is not statistically significant by PhD status. The treatment decreased non-STEM mentors’ talk time more than non-STEM mentors. There are no other observable differences between STEM and non-STEM mentors due to large standard errors, explained by the relatively small percentage of non-STEM mentors. Lastly, we find that generally the feedback had a stronger impact on teaching practices for mentors who demonstrated below average baseline uptake compared to their counterparts.

6.4 RQ4: What is the impact of automated feedback on project outcomes?

As Table 3 shows, we find evidence that the treatment improved students’ NPS scores by 4% ($p < 0.05$) and that it improved students’ relative optimism about their academic future by 5% ($p < 0.05$). The treatment also increased mentors’ NPS ratings by 3% with marginal significance ($p < 0.1$). The treatment did not have an impact on students’ mentor review scores nor on their publication status. These estimates are robust to the inclusion of covariates as well (Table 6).

7 DISCUSSION & FUTURE WORK

We set out to test the extent to which M-Powering Teachers can be effective in a 1:1 instructional context. In this section, we compare our findings to prior work on Code in Place, review implications and limitations, and highlight the avenues for future work.

7.1 Comparison with Code in Place

Our findings corroborate prior results from Code in Place [7] by showing that M-Powering Teachers can improve instructional practice and student outcomes. In both contexts, the feedback improved instructors’ uptake of student contributions. Our analysis shows that in both contexts, the impact of the feedback generally increased as mentors progressed in their projects and peaked in the third session. Such positive effects then sustained in subsequent sessions throughout the intervention. This temporal pattern indicates that it takes a relatively short time for treated instructors to change their practice based on the feedback. Both studies also provide evidence that the feedback has a positive downstream impact on students’ satisfaction with their learning experience. Finally, we observe some heterogeneity in treatment effects based on instructor demographics and baseline characteristics, the effects are generally positive across different subgroups. One consistent finding across both teaching contexts is that M-Powering Teachers has a similar impact on instructors regardless of their gender, except that female instructors decrease their talk time more as a result of the feedback.

There are also interesting differences between the results from the two studies, likely explained by differences in the number of students in a session and the content of instruction, along with several other differences between the two platforms. In the Code in Place study, the feedback only reduced instructors’ talk time in the third week but not the other weeks, whereas in Polygence the feedback decreased mentors’ talk time across all sessions except the last. In the Polygence context, the feedback increased repetition, whereas in Code in Place we do not observe an effect on repetition. In contrast, treated instructors in Code in Place increased their use of questioning significantly, while in Polygence, treated mentors did so only marginally and relied more on repeating students’ contributions as a strategy to improve their uptake. Finally, while in the Code in Place context, the feedback has a slightly greater impact on instructors with below average baseline uptake, the opposite is true for Polygence instructors, where those with below average baseline uptake were more likely to improve all of their practices as a result of the feedback. However, the coefficients in Code in Place are noisier, and only marginally significant, whereas for Polygence the differential positive impact on those with low baseline uptake...
is more robust across all discourse features. The Polygence results indicate that instructors who have more room for improvement are more likely to benefit from feedback.

The differences we observe between the two learning contexts pose both open questions about why such differences exist and opportunities for future research. It is impossible to fully pinpoint the underlying reasons for the differences based on the data we currently have. Therefore, as a next step, we will conduct qualitative interviews with participants of our studies to decode the mechanisms behind M-Powering Teachers in different learning contexts. Once we accumulate more knowledge on how the tool works in a specific setting, we could also imagine adapting our tool based on the specific patterns of effects we observe. For example, we could strengthen the feedback we provide to mentors in Polygence during week 9 to prevent the “dip” in impact.

7.2 Addressing Limitations
Our study still leaves some questions open with respect to the generalizability of M-Powering Teachers to other 1:1 instructional contexts. Most Polygence mentors are graduate students, unlike tutors in other virtual settings who tend to be college students or retired professionals doing tutoring for a living. The Polygence student population is not representative of the general U.S. student population, as most of them come from upper/upper middle class backgrounds, have college educated parents, and have access to many educational opportunities. That being said, there is some evidence suggesting that compared with their peers, the contribution of students from low-income backgrounds, underrepresented minorities, and English Language Learners, is less likely to be taken up in classrooms [11, 14, 20]. Therefore, it is possible that M-Powering Teachers may be more beneficial for students from disadvantaged backgrounds. It is our high priority to continue testing the effectiveness of this tool across a diverse range of instructional contexts and various teacher and student populations in a systematic manner. Our ultimate goal is to ensure that the tool can improve learning opportunities for marginalized student populations and enhance educational equity.

Although the results on student outcomes are promising, a comprehensive evaluation of the feedback’s impact requires more reliable measures of student learning and growth. Similar to many informal learning platforms, Polygence does not systematically collect data on student learning outcomes, such as assignment completion, grades, or test scores. In this study, we primarily rely on students’ self-reported satisfaction and the publication status of students’ work as proxies for a project’s success. As discussed in Section 5.5, both measures have limitations and might not accurately capture students’ learning. Future work may evaluate best practices for collecting learning outcome measures on informal learning platforms.

There is also plenty of room for improving the tool, starting with addressing speech transcription errors raised by Demszky et al. [7]. Despite the fact that 1:1 online contexts provide much clearer audio than noisy in-person classrooms, the transcription quality is still far from perfect, especially for speakers of non-Standard American English. It is essential to address this issue before scaling the use of the tool to ensure that it does not propagate inequities in teacher professional development. The tool can also be further enhanced by making it more interactive. Only a small percentage of instructors used the reflection boxes, so we need to come up with more engaging ways of encouraging reflection. For example, we could ask instructors to choose the type of feedback they receive, track their practice over time and provide rubric-based reviews for themselves. Although we are cautious about using generative models before ensuring that they are reliable and safe, recent advances that involve guardrails (OpenAI’s ChatGPT) suggest that we may soon have a trustworthy solution, and such models can allow us not only to measure but also to provide adaptive suggestions to teachers.

7.3 Conclusion
In sum, we provide new evidence for the effectiveness of automated feedback on instruction in a 1:1 teaching context. We show that it is possible to improve instruction and student outcomes through consistent, individualized, automated feedback, at minimal to no cost. Our tool is particularly promising for settings that lack teacher professional development opportunities, and might also be used in resourceful settings to complement human-based feedback mechanisms that are proven to be less effective [15]. Upon further

Table 3: Effect of Treatment on Project Outcomes

<table>
<thead>
<tr>
<th></th>
<th>(1) Mentor NPS</th>
<th>(2) Student NPS</th>
<th>(3) Student Mentor Review Score</th>
<th>(4) Student Optimism About Acad. Future</th>
<th>(5) Published Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment</td>
<td>0.230</td>
<td>0.310*</td>
<td>0.020</td>
<td>0.391*</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>(0.124)</td>
<td>(0.129)</td>
<td>(0.028)</td>
<td>(0.152)</td>
<td>(0.025)</td>
</tr>
<tr>
<td>Control Mean</td>
<td>9.144</td>
<td>8.093</td>
<td>4.871</td>
<td>8.155</td>
<td>0.107</td>
</tr>
<tr>
<td>R2</td>
<td>0.075</td>
<td>0.066</td>
<td>0.088</td>
<td>0.087</td>
<td>0.039</td>
</tr>
<tr>
<td>Observations</td>
<td>558</td>
<td>503</td>
<td>557</td>
<td>407</td>
<td>622</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses. + p<0.10 * p<0.05 ** p<0.01. Dependent variables are: the number of uptakes per hour (1), number of questions per hour (2), number of repetitions per hour (3) and teacher talk time ratio (4). All models include covariates for mentor and student demographics and pre-intervention teaching practices — see Section 5.3.
evaluation and improvement, M-Powering Teachers and similar tools could help scale professional development opportunities for instructors and ensure that scale does not come at the expense of high-quality instructional support. We invite others to join our effort to test, improve and build upon M-Powering Teachers, with the ultimate goal of providing equitable access to becoming and to being taught by expert, effective instructors.
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### Table 4: Randomization Check

<table>
<thead>
<tr>
<th></th>
<th>Control Mean</th>
<th>Treatment Mean</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>0.53</td>
<td>0.54</td>
<td>0.85</td>
</tr>
<tr>
<td>College degree</td>
<td>1</td>
<td>0.98</td>
<td>0.25</td>
</tr>
<tr>
<td>Masters degree</td>
<td>0.38</td>
<td>0.41</td>
<td>0.55</td>
</tr>
<tr>
<td>PhD degree</td>
<td>0.15</td>
<td>0.16</td>
<td>0.82</td>
</tr>
<tr>
<td>In America</td>
<td>0.99</td>
<td>0.99</td>
<td>0.39</td>
</tr>
<tr>
<td>In Europe</td>
<td>0.01</td>
<td>0.01</td>
<td>0.65</td>
</tr>
<tr>
<td>STEM</td>
<td>0.87</td>
<td>0.84</td>
<td>0.38</td>
</tr>
<tr>
<td>Humanities</td>
<td>0.43</td>
<td>0.47</td>
<td>0.41</td>
</tr>
<tr>
<td>Physics</td>
<td>0.06</td>
<td>0.1</td>
<td>0.13</td>
</tr>
<tr>
<td>Chemistry</td>
<td>0.09</td>
<td>0.08</td>
<td>0.81</td>
</tr>
<tr>
<td>Engineering</td>
<td>0.18</td>
<td>0.15</td>
<td>0.29</td>
</tr>
<tr>
<td>History</td>
<td>0.04</td>
<td>0.05</td>
<td>0.75</td>
</tr>
<tr>
<td>Social Science</td>
<td>0.15</td>
<td>0.23</td>
<td>0.05</td>
</tr>
<tr>
<td>Comp Sci</td>
<td>0.23</td>
<td>0.24</td>
<td>0.8</td>
</tr>
<tr>
<td>Business</td>
<td>0.12</td>
<td>0.13</td>
<td>0.79</td>
</tr>
<tr>
<td>Biology</td>
<td>0.45</td>
<td>0.39</td>
<td>0.19</td>
</tr>
<tr>
<td>Psychology</td>
<td>0.19</td>
<td>0.17</td>
<td>0.48</td>
</tr>
<tr>
<td>Medicine</td>
<td>0.16</td>
<td>0.1</td>
<td>0.09</td>
</tr>
<tr>
<td>Neuroscience</td>
<td>0.23</td>
<td>0.17</td>
<td>0.14</td>
</tr>
<tr>
<td>Literature</td>
<td>0.05</td>
<td>0.06</td>
<td>0.57</td>
</tr>
<tr>
<td>Mathematics</td>
<td>0.06</td>
<td>0.07</td>
<td>0.69</td>
</tr>
<tr>
<td>Arts</td>
<td>0.08</td>
<td>0.08</td>
<td>0.93</td>
</tr>
<tr>
<td>Languages</td>
<td>0.08</td>
<td>0.09</td>
<td>0.65</td>
</tr>
<tr>
<td>Uptake (Session 1)</td>
<td>8.95</td>
<td>7.54</td>
<td>0.01</td>
</tr>
<tr>
<td>Questions (Session 1)</td>
<td>41.79</td>
<td>40.71</td>
<td>0.51</td>
</tr>
<tr>
<td>Repetitions (Session 1)</td>
<td>21.07</td>
<td>18.88</td>
<td>0.06</td>
</tr>
<tr>
<td>Talk Ratio (Session 1)</td>
<td>0.73</td>
<td>0.71</td>
<td>0.11</td>
</tr>
</tbody>
</table>

### B Survey Questions

The final surveys had the following questions rated on a scale; we exclude open-ended questions here, as they could not be easily converted into numerical outcomes. We use the bolded items in our analyses.

#### B.1 Mentor Survey

1. Now that you’ve completed the program with this student, how would you rate this match on a scale from 0-10?
2. How likely are you to recommend mentoring with Polygence to your friends / colleagues on a scale from 0-10?

#### B.2 Student Survey

1. On a scale from 0-10 how likely is it that you would recommend Polygence to a friend? 0 = Not Likely, 10 = Very Likely
2. Please rank how strongly you agree with this statement: “My Polygence experience has made me feel more excited about my academic future” 0 = Strongly Disagree, 10 = Strongly Agree
3. Now that you’ve completed the program with your mentor, how would you rate mentor match on a scale from 0-10?
4. Please leave a review of your mentor for future students who are matched with them.
   - 1 Star
   - 2 Stars
   - 3 Stars
   - 4 Stars
   - 5 Stars

### Table 5: Table 2 Without Controls

<table>
<thead>
<tr>
<th></th>
<th>(1) Uptake</th>
<th>(2) Questions</th>
<th>(3) Repetitions</th>
<th>(4) Talk Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment</td>
<td>0.534*</td>
<td>1.034</td>
<td>2.270*</td>
<td>-0.034**</td>
</tr>
<tr>
<td>Control Mean</td>
<td>(0.257)</td>
<td>(0.645)</td>
<td>(1.107)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>R²</td>
<td>5.969</td>
<td>17.906</td>
<td>39.409</td>
<td>0.722</td>
</tr>
<tr>
<td>Observations</td>
<td>5037</td>
<td>5037</td>
<td>5037</td>
<td>5037</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses. + p<0.10 * p<0.05 ** p<0.01. Dependent variables are: the number of uptakes per hour (1), number of questions per hour (2), number of repetitions per hour (3) and teacher talk time ratio (4). We exclude demographic covariates and only include controls for session id and pre-intervention teaching practices — see Section 5.3.
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Table 6: Table 3 Without Controls

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mentor NPS</td>
<td>0.226+</td>
<td>0.344**</td>
<td>0.029</td>
<td>0.379*</td>
<td>0.011</td>
</tr>
<tr>
<td>Control Mean</td>
<td>9.144</td>
<td>8.093</td>
<td>4.871</td>
<td>8.155</td>
<td>0.107</td>
</tr>
<tr>
<td>R²</td>
<td>0.009</td>
<td>0.013</td>
<td>0.002</td>
<td>0.015</td>
<td>0.000</td>
</tr>
<tr>
<td>Observations</td>
<td>558</td>
<td>503</td>
<td>557</td>
<td>407</td>
<td>622</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses. + p<0.10, * p<0.05, ** p<0.01. Dependent variables are: the number of uptakes per hour (1), number of questions per hour (2), number of repetitions per hour (3) and teacher talk time ratio (4). The models do not include any controls.