Typ ataku

Nadmierna autonomia

Niebezpieczna
konstrukcja API

Wycieki danych

Zatrucie danych
treningowych

Atak inferencji
czionkostwa

Przechylenie modelu

Ataki adwersarialne

Ataki omijajgce

Wstrzykniecie
polecenia

Ataki enkodera

Luki w tancuchu
dostaw

Ataki typu backdoor

Ataki typu trojan

Kradziez modelu

Atak typu odmowa
ustugi (DoS)

Ataki bocznokanatowe

Ataki na transfer
uczenia

Ataki
przeprogramowujgce

Zatrucie modelu

Ujawnienie poufnych
informacji

Nazwa angielska

Excessive Agency

Insecure Plugin Design

Data Exfiltration

Training Data Poisoning

Membership Inference Attacks

Model Skewing

Adversarial Attacks

Evasion Attacks

Prompt Injection

Encoder Attacks

Supply Chain Vulnerabilities

Backdoor Attacks

Trojan Attacks

Model Theft

Model Denial of Service

Side-Channel Attacks

Transfer Learning Attacks

Reprogramming Attacks

Model Poisoning

Sensitive Information Disclosure

LLMO8

LLMO7

LLMO3
MLO2:
2023

MLO4:
2023

MLO8:
2023

LLMO1

LLMO5
MLO6:
2023

LLM10
MLOS5:
2023

LLMO4

MLO7:
2023

ML10:
2023

LLMO6

Opis
Przyznanie modelom Al zbyt duzej autonomii, co moze
prowadzi¢ do nieprzewidzianych konsekwencji, takich jak
naruszenie prywatnosci i bezpieczenstwa.
Niewystarczajgce zabezpieczenia wtyczek modelu Al, co

moze prowadzi¢ do atakéw, takich jak zdalne wykonanie
kodu.

Uzyskiwanie nieautoryzowanego dostgpu do danych, ktére
byty uzywane przez model Al.

Wprowadzanie ztosliwych danych do zbioru treningowego, co

prowadzi do btednego dziatania modelu.

Uzyskiwanie informacji o tym, czy konkretne dane zostaty
uzyte podczas trenowania modelu

Manipulowanie danymi w celu celowego wypaczenia
wynikéw modelu

Wprowadzanie subtelnych zmian w danych wejsciowych w
celu oszukania modelu Al i uzyskania niepoprawnych
wynikow.

Wykorzystanie zmodyfikowanych danych wejsciowych w celu
uniknigcia wykrycia przez system Al.

Manipulowanie danymi wejsciowymi (promptami) w celu
uzyskania nieautoryzowanego dostepu lub kontroli nad
modelem.

Manipulacja kodowaniem danych, aby algorytmy ML nie
rozpoznaty szkodliwych danych.

Wykorzystanie stabosci w komponentach, ustugach lub
danych dostarczanych do systemu Al, co moze prowadzi¢ do
wyciekoéw danych lub awarii systemu.

Umieszczanie ukrytych funkcji w modelu Al, ktére mogg
zosta¢ aktywowane przez atakujgcego.

Instalowanie ztosliwego kodu, ktéry aktywuje sie w
okreslonych warunkach i przejmuje kontrole nad dziataniem
modelu.

Nieautoryzowane uzyskanie dostepu do modelu, jego
parametréw lub wagi, aby odtworzy¢ go.

Przecigzenie modelu Al operacjami wymagajgcymi duzych
zasobow, prowadzgce do przerw w dziataniu.

Wykorzystanie informacji posrednich, takich jak czas reakgji,
do uzyskania danych o modelu Al.

Wykorzystanie ztosliwych modeli wstgpnie wytrenowanych,
ktére nastgpnie sg adaptowane do innych zadan.

Zmiana przeznaczenia modelu Al do realizacji innych zadan
niz pierwotnie zamierzono.

Manipulowanie parametrami modelu w celu wprowadzenia
btednych zachowan

Niewfasciwe zarzadzanie wynikami Al, ktére moze prowadzi¢
do wycieku poufnych informacji.

Kryterium

Atak na integralnos¢

Atak na
integralno$¢/poufnosé

Atak na poufno$c

Atak na integralnos¢

Atak na poufno$¢

Atak na integralno$¢

Atak na integralno$¢

Atak na integralnos¢

Atak na integralno$¢

Atak na integralno$¢

Atak na
integralnos¢/poufnos¢

Atak na integralno$¢

Atak na integralno$¢

Atak na integralnos$¢

Atak na dostgpnosé

Atak na poufno$c¢

Atak na integralno$¢

Atak na integralnos¢

Atak na integralnos¢

Atak na poufno$c

Cel ataku

Algorytm

Algorytm/model

Dane treningowe

Dane treningowe

Dane treningowe

Dane treningowe

Dane wejsciowe

Dane wejsciowe

Dane wejsciowe

Dane wejsciowe

Dane/model

Model

Model

Model

Model

Model

Model

Model

Model

Wyniki

Konsekwencje udanego ataku

Zbyt duza autonomia modelu moze prowadzi¢ do
nieprzewidzianych dziatan, narazajgc prywatnos¢ i

bezpieczenstwo uzytkownikow.

Wprowadzenie ztosliwego oprogramowania przez
wtyczki, ktére moze prowadzi¢ do zdalnego

wykonania ztosliwego kodu.

Kradziez danych wykorzystywanych przez model, co
moze skutkowac wyciekiem informacji wrazliwych

oraz utratg zaufania.

Uszkodzenie procesu trenowania modelu, co
prowadzi do trwatych btedéw operacyjnych i

nieprawidtowych predykcji.

Ujawnienie informacji o danych, ktére byty uzywane
do trenowania modelu, co moze naruszy¢ poufnos¢ i

prywatnos¢ danych.

Model zwraca stronnicze lub nieprawidtowe wyniki, co

wptywa na jego decyzje

Model zwraca niepoprawne wyniki, co moze
prowadzi¢ do btednych decyzji i destabilizaciji

systemoéw o wysokim znaczeniu.

Atakujgcy omija systemy wykrywania, co moze
skutkowaé przepuszczeniem zagrozen bez

odpowiedniej reakcji.

Model wykonuje nieautoryzowane dziatania, co moze
prowadzi¢ do wycieku poufnych danych lub

manipulacji wynikami.

Model btednie interpretuje dane wejsciowe, co moze
prowadzi¢ do nieprawidtowych wynikéw lub wyciekéw

danych poufnych.

Wykorzystanie luk w tancuchu dostaw, co moze
skutkowa¢ awarig systemu, wyciekiem danych i

zaktéceniami operacyjnymi.

Aktywacja ukrytych ztosliwych funkcji, ktére moga
catkowicie przeja¢ kontrole nad systemem lub

sabotowac jego dziatanie.

Przejecie kontroli nad systemem w okreslonych
warunkach, umozliwiajgce atakujgcym petng kontrolg

nad modelem.

Kradziez wtasnosci intelektualnej, utrata przewagi
konkurencyjnej i ujawnienie poufnych danych.

Zablokowanie dostepu do zasobéw modelu, co
prowadzi do przerw w jego dziataniu, utraty

dostepnosci i wzrostu kosztow.

Wykorzystanie informacji posrednich do wycieku
danych lub rekonstrukcji danych wejsciowych, co

moze naruszac prywatnosc.

Wprowadzenie ztosliwych funkcji do wstepnie
wytrenowanych modeli, co moze wptyna¢ na

pozniejsze, krytyczne operacije.

Zmiana dziatania modelu, co moze prowadzi¢ do
wykonywania nieautoryzowanych zadan i

destabilizacji operaciji.

Model zwraca btedne wyniki, co moze prowadzi¢ do
utraty poufnych danych i manipulacji decyzji
Ujawnienie poufnych danych uzytkownikéw lub
wynikéw, co moze skutkowaé naruszeniami
prywatnosci i potencjalnymi sankcjami.

Metoda obrony

Stosowanie mechanizméw nadzoru nad dziataniami
modelu oraz ograniczanie jego autonomii w krytycznych
zastosowaniach.

Ograniczanie zaufania do wtyczek, stosowanie
sandboxingu oraz regularne audyty kodu wtyczek.

Szyfrowanie danych oraz stosowanie mechanizméw
kontroli dostgpu do danych wrazliwych.

Monitorowanie jakosci danych treningowych,
zabezpieczanie proceséw trenowania oraz stosowanie
certyfikowanych zrédet danych.

Kontrola dostepu, monitorowanie, szyfrowanie parametréw
modelu

Monitorowanie wynikéw, walidacja danych, stosowanie
technik ograniczania wptywu btednych danych

Stosowanie mechanizméw detekcji atakow
adwersarialnych oraz zwigkszanie odpornosci modelu na
zaburzenia (adversarial training).

Uzywanie zaawansowanych systemow detekcji anomalii i
dynamiczne dostosowywanie progéw wykrywania
zagrozen.

Walidacja i filtrowanie danych wejsciowych, ograniczanie
dostepnosci modeli oraz stosowanie zasad least privilege
w interfejsach API.

Detekcja przyktadéw adwersarialnych, analiza kodowania
oraz monitorowanie zbioréw treningowych.

Regularne audyty bezpieczenstwa dostawcow,
certyfikowanie dostarczanych komponentow i
monitorowanie procesu dostaw.

Regularne audyty modelu, analiza kodu pod katem
obecnosci backdooréw oraz stosowanie testow
weryfikacyjnych przed wdrozeniem modelu.

Zabezpieczanie procesu trenowania i walidacji, testowanie
modelu w réznych warunkach operacyjnych.

Zabezpieczenie dostepu do modelu przez mechanizmy
uwierzytelniania, licencjonowanie oraz monitorowanie
naduzyé.

Stosowanie mechanizméw ochrony przed atakami DoS
(np. rate limiting) oraz monitorowanie zuzycia zasobéw w
czasie rzeczywistym.

Zastosowanie technik maskowania i ochrony przed
atakami bocznokanatowymi, takich jak ukrywanie
informacji o czasie przetwarzania danych.

Walidacja i testowanie modeli przed ich wdrozeniem oraz
stosowanie modeli od zaufanych dostawcow.

Ograniczanie dostepu do modelu oraz wprowadzenie
mechanizméw monitorowania jego dziatania.

Regularizacja, zabezpieczenia kryptograficzne,
projektowanie odpornych modeli

Maskowanie danych, stosowanie mechanizméw
anonimizacji oraz bezpieczne przetwarzanie i usuwanie
wynikéw modeli.



Inwersja modelu

Niebezpieczne
przetwarzanie wynikéw

Nadmierna zalezno$¢

Atak na integralnosc¢
wynikow

Model Inversion Attack

Insecure Output Handling

Overreliance

Output Integrity Attack

MLO3:
2023

LLMO9

MLO09:
2023

Odtwarzanie modelu lub jego parametréw na podstawie

generowanych wynikéw. Atak na poufnosc

Brak walidacji wynikéw Al, co moze prowadzi¢ do naruszenia

bezpieczenstwa, np. przez wprowadzenie ztosliwego kodu. aaKaliniegiaino=g

Poleganie na wynikach Al bez odpowiedniej weryfikacji, co
moze prowadzi¢ do btednych decyzji i naruszen
bezpieczenstwa.

Atak na integralno$¢

Manipulowanie wynikami modelu w celu wprowadzenia

bleddw lub nieprawidlowych decyzji Nels i iEgeiiees

Wyniki

Wyniki

Wyniki

Wyniki

Uzyskanie dostepu do danych wejsciowych, ktdre
moga zawiera¢ informacje wrazliwe o architekturze
modelu, wykorzystanych algorytmach lub ich
parametrach.

Nieprawidtowe przetwarzanie wynikéw modelu, co
moze prowadzi¢ do wykonania ztosliwego kodu i
naruszenia integralnosci systemu.

Btedne decyzje oparte na niezweryfikowanych
wynikach modelu mogg prowadzi¢ do powaznych
konsekwengii finansowych lub operacyjnych.
Model zwraca fatszywe wyniki, co moze prowadzi¢ do
nieprawidtowych decyzji lub wyciekéw danych

Techniki prywatno$ci réznicowej oraz szyfrowanie danych
wyjéciowych modelu, ktére zmniejszajg ryzyko wycieku
informaciji.

Walidacja wynikéw generowanych przez model oraz
wprowadzenie mechanizméw kontroli danych
wyjséciowych.

Weryfikacja wynikéw modelu przez cztowieka oraz
ograniczenie automatycznego podejmowania decyzji w
krytycznych procesach.

Walidacja wynikéw, monitorowanie wyj$¢ modelu,
zastosowanie filtréw i detekcji anomalii



