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Preface

This book is a slightly revised version of my 1998 Cornell University
doctoral dissertation. | have made small corrections throughout the text
and tidied up some of the discussion, but have made no major changes.
The analyses presented here remain unchanged from the original. These
analyses do not in all cases represent my current thinking, as | have
continued to work on these topics since my dissertation was written.
However, | remain committed to the central premise of thiswork, namely,
that in accounting for the interpretation of language it is crucia to
distinguish between pragmatic and semantic factors. The genera
principles which govern rational interaction have significant explanatory
power, and this power should be exhausted before we attribute
unnecessary semantic complexity to lexical items or syntactic
constructions.

In this book, | try to show that some of the behavior of disunctive
sentences can be accounted for quite straightforwardly by taking
pragmatic principlesinto consideration. After a brief introduction to the
data and basic assumptions (Chapter One), | offer an account of the
felicity conditions to which clausal disjunctions are subject in terms of
general principles of information update (Chapter Two). | then go on to
demonstrate that these conditions provide a basis for an account of the
presupposition projection properties of disjunction (Chapter Three) and
of the possibilities of anaphora across disjunction (Chapter Four). In the
final chapter, which digresses somewhat frommy central theme, | discuss
anaphora involving disjoined NP antecedents and antecedents contai ned
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in clausal disjunctions. This account requires the development of a new
E-type account of anaphora.

This dissertation would never have been written without the help,
guidance, encouragement (and occassional bullying!) of many people.
First and foremost, | would like to thank Sally McConnell-Ginet, the chair
of my dissertation committee, advisor, confidante and role model
throughout my graduate student career and now beyond. Thanksalsoto
the other members of my (extended) dissertation committee, Molly
Diesing, Zoltan Gendler Szabo, and Sandro Zucchi, whose insights,
comments and criticisms inform this work. This work also reflects the
influence of teachers and fellow students who talked to me about
semantics in general and disjunction in particular during my graduate
student years. In particular, | wish to thank Angelika Kratzer, Barbara
Partee, Jason Stanley and Tom Werner. Finally, my sincere thanks to
Jeremy Avigad and again to Tom Werner for giving up timeto proofread
parts of this manuscript when they had much better things to do.

Leaving best for last, asis customary, | dedicate this book to Tom,

with love and appreciation.



CHAPTER 1

| ntroduction

1.1. OVERVIEW
1.1.1. What thisdissertation is about

This dissertation is about sentences containing the word or. In the
sentences | discuss, or occursinamain clauseand isnot embedded under
any other operators. | will deal primarily with sentences in which
or conjoins clauses, but also some casesin which it conjoins expressions
of other categories.

The starting point of the dissertation wasthe observation that not all
clauses can sensibly be disjoined. Sometimes, the disjunction of two
independently acceptable clauses produces an unacceptable result.
Sentence (1), below, is acceptable, but (2) isnot. (3) isalso odd, but in a
different way from (2). (I usethe symbol “#" to indicate that asentenceis
unacceptable in some non-syntactic way.)

@) Jane owns ared truck or she owns ablue truck.
2 #Jane owns atruck or she ownsared truck.
©) #Jane ownsatruck oritisraining in Tel-Aviv.

| began with the intention of characterizing the permissible relations that
may hold between disjuncts, and of explaining why disjunction is
constrained in this way. At the same time, | began to think about other
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constraints on the assertion of disjunctions. (4) and (5) are al'so very odd
thingsto say in anormal conversation.

4 Jane owns a truck. #Either she owns a truck or she owns a
station wagon.
5 Jane doesn't own atruck. #Either she owns atruck or she owns

astation wagon.

The oddity of these sentences seems to have something to do with their
being redundant, but | wondered whether there could be a connection
between theinfelicity of these and the infelicity of (2) and (3).

While working on these questions, | began to think that if | could
answer them, then | would also be able to resolve some other puzzles
about disjunction. One of these hasto do with the way presuppositions
project in clausal disunctions. Usually, a disunction inherits al of the
presuppositions of its disuncts. The exception is when the
presupposition of one disjunct is incompatible with the content of
another. So (6) inheritsfrom its second disjunct the presupposition that
Janeisintown, but (7) does not.

(6) Either George had aparticul arly good day, or he knowsthat Jane
isintown.
7) Either Janeisn't in town or George knows that sheis.

The question is why presuppositions should be "filtered" or "canceled"
in just these conditions.

Intheframework which | adopt, apresuppositionisaproposition that
must be assumed as part of the background context in which the
presupposing sentence is uttered. So when a speaker asserts a
presupposing sentence, what shedoesis, inaway, equivalent towhat she
would do by asserting the presupposition, and then asserting the
sentence (or a non-presupposing version of it). If | say out of the blue:

(8) George knows that Janeisin town

the communicative effect is equivalent to my saying:
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9 Janeisintown, and George knows that sheis.

Now, suppose that (7) were toinherit the presupposition. Thento say (7)
would be equivalent to saying:

(10) Janeisintown. Either Janeisn'tin town, or George knowsthat sheis.

But thisis something a speaker would never say. So if we adopt aview of
presupposition which allows presupposition projection to be sensitiveto
considerations of felicity, then the presupposition projection problem for
disjunction comes down to explaining when and why adisjunction can be
felicitously asserted.

Another puzzle about disjunction hasto do with possible anaphoric
rel ations between an indefinite in one disjunct and apronoun in another.
Theproblemisillustrated by the contrast between (11) and (12), acontrast
originally observed by Barbara Partee and al ready much discussed in the
literature:

(12) Either there's no bathroom in this house, or it'sin afunny place.
(12) #Either there's abathroom in this house, or it'sin afunny place.

Researchers working on unbound anaphora have been puzzled by the
guestion of why anaphorais possible across disjunction in (11), but not
in (12). This seemsto have something to do with the presence of negation
in the first disjunct. But this just makes the matter more mysterious, for
normally negation itself blocks anaphora:

(13) There's no bathroom in this house. #lt'sin afunny place.

It seemed to me, however, that the infelicity of (12) does not indicate that
the pronoun cannot be anaphoric on the NP in the previous clause. The
observed infelicity arises because, asthe pronoun in fact isanaphoric on
that NP, the disjunction (12) has an interpretation equivalent to:

(14) #Either there's a bathroom in this house, or the bathroom in this
houseisin afunny place.
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(14) itself isinfelicitousin the sameway as (2) above, but thishasnothing
to do with anaphora. It is a consequence of the constraints which
determinetheall owabl erel ationsbetweendisjuncts. Thus, if thisapproach
isright, then thesolution to theanaphorapuzzleisthe sameastheanswer
to the question about why certain pairs of clauses cannot be disjoined.
But to give thisanswer, | also had to have a way of explaining how the
pronoun in (12) comesto be interpreted as "the bathroom in this house,"
that is, | needed some theory of cross-clausal anaphora.

The project undertaken here is thus to give an account of the
discourse properties andfelicity conditionsof disjunction, and to usethis
account in explaining the behavior of presupposition projection and of
anaphoraindisjunctive sentences. Thisproject, then, would seemto have
asitsgoal the formulation of some set of special properties pertaining to
theword or.

However, theproject hasledin aquitedifferent direction. Atthe heart
of my account isthe claim that thereisnothing very special aboutor, and
that the only semanticinformation that must be specified about thislexical
itemisthat it functions as a logical operator equivalent to Boolean join
(inclusive disjunction). | will argue that the properties observed can be
accounted for in terms of very general principles governing assertoric
contributions to discourse, and their interaction with thetruth conditional
properties of or.

This position echoes the familiar views of Paul Grice. Grice (1967)
argued that many of the propertiesof logical operatorsin natural language
are tobeexplainedintermsof general principlesgoverning all cooperative
rational interaction, including conversation. The general principle, which
he dubs the Cooperative Principle, he formulates as follows:

The Cooperative Principle

Make your conversational contribution such as is required, at the
stage at which it occurs, by the accepted purpose or direction of the
talk exchange in which you are engaged.

This principle subsumes four Maxims of Conversation: the Maxims of
Quality, Quantity, Relation and Manner. The brief formulation of these
maximsisasfollows:
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Quality: Try to make your contribution one that istrue.

Quantity: Make your contribution asinformative asis required (for
the current purposes of the exchange), and no moreinformative
than isrequired.

Relation: Berelevant.

Manner: Be perspicuous.

Griceurged that those aspects of the behavior of an expression which can
be explained in terms of speakers compliance with the Cooperative
Principle not be treated as part of the semantic content of an expression.

Grice's proposal in part informed the model of presupposition and
assertion developed by Robert Stalnaker in a series of papers written in
the 1970's. The central idea of this model is that every discourse takes
place against the background of the assumptions shared by the
participants: their common ground. The purpose of an assertion is to
changethecommon ground, to add to the set of shared assumptions. This
purpose determines the appropriateness of a given utterance in a given
discourse context. Following Grice, Stalnaker suggests that the kinds of
information update allowed may be constrained by certain general
principles. The Stalnakerian model thus suggests a reframing of the
Gricean Maxims as conditions on information update, and also provides
a framework for a precise formulation of these conditions. Stalnaker’s
model will providethe central framework for the development of theideas
in this dissertation.

In Chapter Two, | will use the Stalnakerian model to give a formal
characterization of the Gricean Maxims of Quantity and Relation, and will
use these as the basis of an account of the discourse properties and
felicity conditions of disunction. The characterization of Relation will
require an extension of Stalnaker'sorigina model, with which some of that
chapter will be concerned. The conclusions reached in that chapter will
provide the foundations for the discussion of presupposition projection
and anaphora which follow.

| turnto the presupposition projection problemin Chapter Three. The
account is, essentially, that the presuppositions of disjunctsareinherited
by the disjunction whenever this does not lead to infelicity. The kinds of
infelicity that may be caused by inheritance of presuppositions are just
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thosewhich are described and explained in Chapter Two. To spell out the
account, of course, some theory of presupposition is needed. Thisis
provided, again, by the Stalnakerian model, but makes crucial use of
proposals due to Van der Sandt (1992). | argue that the projection
properties of disjunction provide evidence for the pragmatic approachto
presupposition advocated by Stalnaker, for on this approach it is to be
expected that general considerations of felicity will constrain
presupposition.

In Chapter Four, | move to the anaphora puzzle. Following
Groenendijk and Stokhof (1990), | dub the data discussed in this chapter
internal anaphora, aswhat is involved is anaphora between disjuncts.
Once again, the goal is to account for the data in terms of the felicity
conditions of disjunction, but in order to do this, | must give an account
of the anaphoraitself. | thus present a version of the E-type account of
cross-clausal anaphora, based closely on that of Neale (1990), and apply
it to the disjunction data. Thisview of anaphorawill support the felicity-
based account of the basic datawhich | sketched above. | will arguethat
disjunction imposes no special constraints on anaphora, but that certain
cases of anaphora across disjunction result in infelicity. The usefulness
of the E-type account, though, will go beyond its facilitation of thiskind
of explanation. In discussing some more complex instances of internal
anaphora, we will find casesinwhichitisindeed not possibleto establish
an anaphoric link between an indefinite in one disjunct and a pronoun in
another, asin (15).

(15) #Either most people own acar;, or it;'s in the shop.

This failure of anaphorais predicted by the E-type account adopted, and
isentirely parallel to the failure of anaphorain (16):

(16) Most people own acar;. #t;'s in the shop.

So the E-type view will enable me to maintain my principal claim, namely,
that disjunction imposes no special constraints on anaphora.
In Chapter Five, | depart somewhat from my main theme to pursue

further the interaction of disjunction and anaphora. In that chapter, | will
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discuss the external anaphora data. These data involve anaphora
between a disjunction of NPs and a pronoun in afollowing sentence (as
in (17)), and anaphorabetween NPs contained inside aclausal disjunction
and apronoun in afollowing sentence (asin (18)).

(17) A soprano or an alto will sing. Shewill beaccompanied onthe piano.
(18) A soprano will sing Mozart, or an alto will sing Schubert. Shewill be
accompanied on the piano.

The account of these data will not rely on the felicity conditions of
disjunction, as do the accounts in Chapters Three and Four. But these
datawill provide an opportunity to investigate further the E-type account
introduced in Chapter Four. Infact, the external anaphoradatawill lead me
to propose a new version of the E-type account, in which the
interpretations of E-type pronouns are derived compositionally from the
content of the antecedent clause. This proposal constitutes a significant
departure from existing formulations of the E-type strategy.

1.1.2. Context change: Pragmatic vs. ssmantic approaches

The Stalnakerian model in terms of which | will frame my account was
originally conceived as apragmatic model, intended to provideabasisfor
stating "some general rulesof conversation” (Stalnaker 1973: 450). Thisis
how | shall understand the model, and how | shall useit.

In other frameworks, the Stalnakerian idea is transmuted into a
semantic theory. These dynamic semantic theories are developments of
the proposals of Kamp (1981) and Heim (1982). The central thesis of these
theories is that the meaning of an expression resides in its potential to
change the information state of a hearer. The theories are thus closely
related to the pragmatic Stalnakerian model, but differ from it in seeing
context change as a semantic phenomenon. In Dynamic Semantics, the
potential context change effect of an expression constitutes its semantic
value. Consequently, thejob of the semanticsisto specify context change
operations as values for expressions.

Dynamic semantic theories have been proposed primarily to account
for cross-clausal anaphoraand for presupposition projection, two issues
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on which this dissertation focuses. The dissertation thus offers an
opportunity for a critical discussion of the semantic view of context
change. Throughout the dissertation, | will discuss dynamic semantic
accounts of thedata, and will compare and contrast my ownaccountswith
them. | will focus on the difference between the kinds of explanation
offered by dynamic semantic theories, and the kinds of explanation which
can be given on the basis of a pragmatic view of context change. | will
argue that the pragmatic view provides more satisfactory accountsof the
phenomenain question.

In the remainder of this introduction, | will present the theoretical
background that will be assumed in the coming chapters. | begin, in
section 1.2., with an expanded presentation of the Stalnakerian model of
presupposition and assertion. In section 1.3., | present the outlines of the
major theories of dynamic semantics, to facilitate the later discussion of
proposals made in these frameworks.

1.2. THE STALNAKERIAN MODEL OF PRESUPPOSITION AND
ASSERTION

| have already explained the basic idea of the Stalnakerian model: that in
any discourse situation there is aset of propositionswhosetruthistaken
for granted as part of the background to that discourse. These
propositions are what the discourse participants presuppose. For
Stalnaker, presupposition is not aproperty of sentences, but of speakers,
which can be defined roughly asfollows:

A proposition P is a pragmatic presupposition of a speaker in agiven
context just in case the speaker assumes or believes that P, assumes or
believes that his addressee assumes or believes that P, and assumes or
believes this his addressee recognizes that he is making these
assumptions, or has these beliefs (1974: 200).

This definition generally suffices for simple cases where speakers are
completely sincere, and no pretense of any kind is involved. In my later
discussion, | will generally tak in terms of this definition of

10
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presupposition. However, strictly speaking Stalnaker does not view
presupposition as a “mental attitude,” but as a “linguistic disposition”
(1974: 202). A speaker presupposes aproposition P if

the speaker is disposed to act as if he assumes or believes that the
proposition istrue, and as if he assumes or believes that his audience
assumes or believes that it is true as well. . . .The propositions
presupposed in theintended sense need not really be common or mutual
knowledge; the spesker need not even believe them. He may
presuppose any proposition that he finds it convenient to assume for
the purpose of the conversation, provided heisprepared to assumethat
his audience will assume it along with him (1978: 321)

The fundamental idea, though, is that presuppositions are propositions
that are in some sense taken for granted in a discourse by a discourse
participant. The set of presuppositions of an individual constitutes what
Stalnaker calls her context.

Stalnakerassumesarational ideal" with respect to contexts:. that the
set of presuppositions of an individual is consistent and deductively
closed (1973:450). Given this, contexts can be characterized as sets of
possible worlds: those worlds at which all of the individual’s
presuppositions are true. These sets, which Stalnaker callscontext sets',
represent all of the possible ways things might be which are consistent
with what that individual takes to be the common beliefs of the
participantsin the discourse.

Stalnaker often adopts a further idealization: that the context sets of
al participants in a discourse are the same. He dubs such a situation a
non-defective context. This idealization is convenient, in particular
becauseit allows us to speak of the context set of the discourse, rather
than the context sets of individuals. Moreover, it reflects an important
aspect of Stalnaker’s notion of presupposition, namely, that the
participants in adiscoursethemsel vesassumethat everyone’ scontext set
is the same. Thisisto say that discourse participants assume that they
have correctly identified the beliefs which are commonly shared. When
discrepancies between presuppositionsareidentified, participantswill try
to rectify this. Those participants who do not have the relevant

11
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proposition in their context will either challenge those who do and insist
that they remove it, or will simply add it to their own set of
presuppositions. For example, suppose aspeaker says, "I haveto pick up
my daughter from school," thereby indicating that she presupposes that
she has a daughter. (In Chapter Three, | will discuss the question of how
it is that certain utterances indicate that their speakers hold a
presupposition.) Suppose further that some of her hearers did not know
that the speaker had a daughter, or did not take it to be common
knowledge, and so their own contexts did not contain this proposition. If
they take the proposition to be uncontroversial, they will simply modify
their contexts, bringing them in line with what the speaker indicates her
context to belike. Thisprocessof context modification wasfirst discussed
by Lewis (1979b). The process, which he callsaccommodation, has come
to play an important rolein theories of presupposition projection.

The function of assertion can now be defined in terms of the notion
of presupposition. The goal of an assertion is to add to the
presuppositions of the discourse participants, that is, to increase the set
of propositions which they can assume to be commonly held beliefs. As
an individual adds propositions to her context, she eliminates from her
context set any worlds incompatible with these propositions. Formally,
then, the function of an assertion is to eliminate worlds from the context
sets of hearers. Context setsthus represent the possibilitiesamong which
speakers are expected to distinguish by their assertions (1978:322), for if
an assertion does not distinguish between these possibilities it will not
lead to any alteration of the context set. A successful assertion takes an
initial context set ¢ to anew context ¢', which consists of the intersection
of ¢ with the asserted proposition.

Here, a further idealization is introduced. In order to formalize the
effect of assertion as intersection of the context and the asserted
proposition, we must ignore the possibility of hearers accepting an
assertion which is incompatible with their presuppositions. Clearly,
though, participantsin adiscourse may change their beliefs, and so their
presuppositions, in away which requires the introduction of additional
worlds into the context set. This is quite clear in a defective context.
Suppose that | believe, mistakenly, that New York City is the capita of
New Y ork state. This seemsto me to be something | cantakefor granted,

12
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so | presupposeit. Y ou, onthe other hand, know that Albany isthe capital
of New Y ork state. At some point in our conversation, you become aware
of my mistake and correct me. Being aware that you are more likely than |
to know what the capital of New York state is, | accept your correction,
and, presumably, modify my context set accordingly (thus moving closer
towards a non-defective context). To do this, | must eliminate all worlds
incompatible with Albany being the capital of NY state, but must also
introduce worlds compatible with this proposition, as previously my
context set included no such worlds.

Even accepting the idealization of a non-defective context, we must
gtill alow for this kind of revision. Suppose that you and | both
presuppose that George is out of town, when suddenly we see him
through the window. We both know that the other has seen George, and
so both abandon the presupposition.

The point is simply that an adequate model of how assertions (and
environment) change a context set must allow for cases such as these’.
However, thisis a complication which is peripheral to my main interests,
so | will set it aside in my discussion, and maintain the assumption that
one cannot successfully assert something incompatible with the context
set.

Another collection of problems which | shall set aside are the well
known difficultiesof treating propositionsassetsof possibleworlds. This
treatment iscentral to Stalnaker’ smodel, but is problematicin anumber of
respects, principally inthat it isnot sufficiently fine-grained to capture our
intuitive notion of proposition. The view commits one, for instance, to
saying that there is only one logically true proposition. This is because
every logical truth holds at every possible world, and hence any
expression of any logical truthwill denote the same set of possibleworlds,
that is, the universal set.

Although | will adopt the Stalnakerian framework, | do not wish to
suggest that | am committed to this view of propositionsfor all purposes,
or even to this highly unstructured view of context. However, the
framework | am setting out here has the advantage of extreme simplicity,
which will allow me to bring out certain generalizations about discourse
and the nature of information update in discourse in a rather
straightforward way. For other purposes, we may well need to adopt a

13
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more complex, structured notion of proposition, and a more complex and
structured notion of context itself. But for the datal am discussing here,
this treatment of propositions and context sets as sets of possibleworlds
is useful. Infact, introducing further complexity at thisstagewould merely
obscure the points which | want to use the framework to illustrate. | trust
that the generalizations | make will be unaffected by refinements of the
framework. So despiteitswell known drawbacks, | will maintain thisvery
smple picture: contexts as sets of possible worlds, updated by
assertions®.

Let us return now to the question of how Stalnaker’s model can be
used to provide solutions to the problems that will be addressed in this
dissertation. As | mentioned earlier, Stalnaker's original conception has
Gricean underpinnings. This is made clear in passages such as the
following:

| want the definition [of presupposition] to providejustification
for some general rules of conversation. The kind of justification
that | want is an argument that shows the rules to be, not just
arbitrary stipulations or conventions, but maxims which derive
fromgeneral principles of rational cooperative behavior. If we
have such a justification for certain maxims, and can use the
maxims to explain some of the linguistic facts about
presuppositions that have been noted, then we will be able to
show that there is no need to postulate specific syntactic or
semantic rulesin order to explain the facts (1973: 450).

Here, Stalnaker isexplicit in suggesting the model asoneinwhich Gricean
conversational maxims can beformul ated and indeed explained. Thepoint
of developing these general rules of conversation is to use them, rather
than "specific syntactic or semantic rules' to explain observationsabout
presupposition and other linguistic phenomena.

The ideathat the model can be used to give a pragmatic account of
facts pertaining to presupposition isfurther brought out in the following:

The pragmatic account [of presupposition] makesit possibleto
explain some particular facts about presuppositions in terms of

14
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general maxims of rational communicationrather thanintermsof
complicated and ad hoc hypotheses about the semantics of
particularwordsand particular kindsof constructions(1974: 198).
Where [pragmatic explanations] canbegiven, thereisno reason
to build specific rules about presuppositionsinto the semantics
(206).

My own approach is the one that Stalnaker advocates here. When a
linguistic phenomenon is amenable to an account in terms of general
conversational principles, | advocate such an account over a semantic
one.

Perhaps the first example of how the context change model can
provideapragmatic account of afact to dowith presupposition projection
isgiven in Stalnaker (1974). There, Stalnaker offers an explanation for the
presupposition projection properties of conjunction®. Before | get to the
facts, let's clarify what it means, in this framework, for a sentence to
presuppose. In the pragmatic model of presupposition, the notion of
sentence presupposition is derivative: asentence S presupposesPjustin
case the use of that sentence would for some reason normally be
inappropriate unlessthe speaker presupposesP. A simpler way to say this
is to say that a sentence S presupposes P just in case the use of S
indicates that the speaker presupposes P. So to say that a complex
sentence Sinheritsthe presuppositions of one of its constituent clauses,
f ,istosay that whatever presuppositionsthe speaker would need to have
in order to felicitously utter f , shealso needsin order tofelicitously utter
S

Now, with respect to conjunction, theinheritancefactsareasfollows:
In general, a conjunction A and B inherits the presuppositions of its
conjuncts. However, any presuppositionsof B whichareentailed by A are
not inherited. Thisbehaviorisillustratedin(19)-(20). Sentence(19) inherits
the presupposition of the second conjunct, that George has children.
Sentence (20) does not inherit this presupposition. In other words, a
speaker who does not believe that her hearers assume that George has
children could utter this sentence felicitously:

(19) Georgeisskiing in Colorado and hischildrenarecampinginVermont.
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16 I ssues in the semantics and pragmatics of disjunction

(20) Georgehasseveral children, and hischildren arecampinginVermont.

Here is Stalnaker's explanation for these observations. When a speaker
says something of the form A and B, the proposition that A is added to
the context — the set of presuppositions— before the speaker assertsthat
B. Now, supposethat B presupposesA, or something entailed by A. Even
if A isnot presupposed initially, aspeaker may still assert A and B, "since
by the time one gets to saying that B, the context has shifted, and it isby
then presupposed that A" (1974:211). Hence, utterance of the conjunction
as awhole does not indicate that A wasincluded in the speaker's original
set of presuppositions.

Noticethat thisexplanation doesnot require any special assumptions
about the semanticsof and. It doesrely onthe assumption that in the case
of conjunction, context update is incremental. But thisisafairly harmless
assumption about how language is processed, not about any lexical
properties. Theapproach contrastswith that currently pursuedintheories
of dynamic semantics, which incorporate into the semantics at least part
of what, in the original conception, was to be derived from general rules
of conversation. In the next section, | present the outlines of these
dynamic theories, with emphasis on the kind of explanationsthey offer.

1.3. DYNAMIC SEMANTICS
1.3.1. TheFundamentals

The central idea of dynamic semantics is that the semantic value of an
expression is its contribution to information update, or context change.
Some of these theories utilize amore structured notion of context than we
have seen so far. The components of dynamic semantic contexts are a
domain of special variables called discourse referents and a set of
conditions on these referents.

Thetheoriesof Kamp (1981) and Heim (1982) wereoriginally proposed
as theories of NP meaning and of anaphora, and they depart significantly
from earlier assumptions about the semantics of NPs. Both argue that
indefinites are non-quantificational, and that both indefinite NPs and
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pronounsarerepresented by discoursereferents. Thetwo typesof NPare
distinguished in that indefinites must introduce new discourse referents,
while pronouns must be translated using a discourse referent already in
thedomain. (Indefinitesal so requiretheintroduction of conditionson the
new referents, which represent the descriptive content of the NP.) On
thesetheories, cross-clausal anaphorabetween indefinitesand pronouns
is areflection of variable-sharing. An anaphoric relation is established by
using the discourse referent introduced by the indefinite to translate the
pronoun.

Much of the account of anaphora in dynamic semantics involves
specification of the structural conditions under which two NPs can share
a discourse referent. The different versions of the theory express these
conditions in different ways, but the basic conception is the sasmein all
cases. Dynamic Montague Grammar differsfromthe other two frameworks
to be discussed in that it maintains a quantificational view of indefinites.
Butinthat theory too, anaphoraisexpressed asakind of variable-sharing,
and the account is parallel to thosegiveninFile Change Semanticsandin
Discourse Representation Theory in the respects relevant here.

| begin the following presentation with Heim's (1982) File Change
Semantics, and its evolution into Context Change semantics (Heim 1988).
| discuss thisin the most detail, and then compare it with Kamp's (1981)
Discourse Representation Theory (DRT), and Groenendijk and Stokhof's
(1990) Dynamic Montague Grammar (DMG). Thereason for presenting all
three frameworks is that | will be interested in proposals made about
disjunction in each of them, so the reader will need some understanding
of the basic components of each theory. However, in Chapter Three, | will
"translate” the DRT and DMG proposals into Heim's context change
terminology, which allows the simplest exposition. This is possible
because of the fundamental similarities between the frameworks. The
discussion that followsisintended to clarify these similarities. It will also
bring into focus the difference between the semantic and the pragmatic
view of context change.

17



18 I ssues in the semantics and pragmatics of disjunction

1.3.2. FileChange Semantics (FCS) and the CCP proposal
1.3.2.1. Filesand File Change

Heim (1982) adopts the metaphor of afile to talk about the way in which
information isaccumulated in adiscourse. A file consists of adomain of
discourse referents and a set of conditions which provide information
about themembersof the domain. Speaking somewhat imprecisely, wecan
say that the discourse referents represent the individual s that have been
introduced in the discourse, and the conditions represent the information
which has been given about thoseindividuals. For instance, the sentence
a woman, is stroking a cat, will give rise to a file with a two-member
domain {X;, %} and a threee-membered set of conditions: {woman(x,),
cat(x,), is-stroking(x,, %)}

The theory does not aim to provide a complete specification of the
formal properties of files, but rather characterizes them in terms of two
defining properties. One of these propertiesis the domain of thefile. The
otheriswhat Heim callsthe satisfaction set of thefile. Satisfaction setsare
sets of seguences, which are functions from discourse referents to
individualsin the world. The sequencesin the satisfaction set of afileare
those which satisfy it, where the conditions under which a sequence
satisfies afiledepend upon propertiesof the sentenceswhose content the
file represents. A file constructed on the basis of an atomic sentence
containing no quantifiersor operatorsis satisfied by any sequencewhich
maps each discoursereferent inthefileto anindividual intheworld which
meets the conditionsassociated with that referent. So, for example, thefile
defined in the previous paragraph will be satisfied by any sequence
mapping %, to a cat and x to a woman who is stroking that cat. The
satisfaction set of afileisthe set of all sequences which satisfy that file.

When an existing fileis“updated” with a new sentence, its domain
and its satisfaction set will change. The precise nature of the change
depends upon what Heim calls the file change potential of the sentence:
the particular effect which that sentencewill haveon any fileupdated with
it. The central task of thetheory isthusto assign file change potentialsto
al sentences. This “can be seen as amounting to the task of defining
‘F+p’ [the result of updating F with p] for files F and [sentences] p of
arbitrary composition and complexity” (Heim 1983a: 173)°. Where p is
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atomic, the domain of F+p isthe union of the domain of F with (roughly
speaking) thediscoursereferentsintroduced by NPsin p; the satisfaction
set of F+p is the intersection of the satisfaction set of F with (roughly
speaking) the set of sequencesthat satisfy pitself. For non-atomic p, Heim
offers recursive definitions, with the file change potential of the complex
sentence determined by the file change potentials of its atomic parts.
Considerfor instancethe file change potential for conjunctive sentences,
whichisgivenin (21)%

(21) Wherepisof theform[f and ?]:
Dom(F+p) = Dom((F+f )+?)
Sat(F+p) = Sat((F+ )+7?)

This wecan read asaninstruction: To determinethedomain of thefilethat
results from updating with [f and ?], first find the domain of the file that
you get by updating withf , and then find the domain of thefilethat you
get by updating that intermediate file with ?. The same procedure gives
you the satisfaction set of the updated file.

Notice that the conjunction rule encapsulates the assumption made
by Stalnaker that updating acontext with aconjunctive sentenceinvolves
updating it first with the content of the first conjunct, and then with the
content of the second. The difference is that for Stalnaker, this is a
pragmatic principle which derives from assumptions about sentence
processing, whereas here it has the status of a semantic rule.

It is theinteraction of thesefile change procedureswith thetreatment
of indefinitesand pronounswhich givesriseto predictionsabout possible
anaphoric linksin complex sentences. Heim assumesthat in calculating a
cumulative update procedure such as (21), each step must be an
admissible update. In particular, at each step, any definite NP must have
apossible antecedent. Consider, then, why it should be the case that an
indefinite in one conjunct can serve as antecedent to a pronoun in a
following conjunct, asin (22), but not in a preceding conjunct, asin (23).

(22) A cat; camein and it; lay down.
(23) #t; camein and acat; lay down.

19



20 I ssues in the semantics and pragmatics of disjunction

The answer is that the update procedure for a conjunction requires the
starting file to be updated with the first conjunct, and then for the
resulting file to be updated with the second. So in the case of (22), by the
time welook for an existing referent with which to identify the pronounit,
the one introduced by a cat isaready inthe domain. But in (23), we have
to find an old referent for it before we have introduced the referent for a
cat.

The form of this explanation directly parallels Stalnaker's account of
the projection properties of conjunction. But whereas Stal naker'saccount
relies on afairly intuitive processing principle, this account relies on the
dynamic semantics of and. Similarly, for al other cases of possiblecross-
clausal anaphora, the theory must define the file change potential of
sentences containing the relevant connective in such a way that the
clause containing the antecedent is added to the file before the clause
containing the pronoun. Aswill becomeclear in Chapters Three and Four,
itis much less straightforward to apply thistechnique to disjunction.

1.3.2.2. FromFilesback to Contexts: Presupposition Projection

So far, we have seen how cross-clausal anaphoraishandledintheoriginal
version of FCS. Heim (1982) also alludes to the possibility that her
semantic framework could provide a general solution to the
presupposition projection problem, along the lines of the Stalnakerian
treatment. A solution is developed in Heim (1983b), using a slightly
modified version of the original semantics.

Heim (1983b) extends the account of anaphora discussed above to
presupposition projection. The basic idea, just asformulated in Stal naker
for the conjunction case, is that the presuppositions of a constituent
clause C fail to project to the sentence S containing it just in case the
required proposition is introduced by another constituent of Swhichis
added to thefile, or context, before C.

I nstead of taking sentencesto act upon thekind of structured entities
which she calledfilesinHeim (1982), Heim (1983b) adoptsthe Stal nakerian
view that sentences act upon contexts, construed as sets of possible
worlds’. She carries over to thismodel the ideathat the semantic val ue of
an expression consistsin its potential effect on a context: what she now
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calsits context change potential (CCP). Just like file change potentials,
context change potentials define a procedure for updating a context with
the content of the sentence. The CCP of ‘Itisraining,” for instance, isthe
instruction to eliminate from the starting context any worldsin whichitis
not raining. That is, the context which results from updating a starting
context ¢ with an atomic proposition p (c+p) is the intersection of ¢ with
p. (Notethat whereasfileswerecharacterized “indirectly,” intermsof their
domains and satisfaction sets, contexts are characterized directly.)

As before, the CCPs of complex structures are to be defined
recursively, in terms of the CCPs of their constituents. The CCP of a
conjoined sentence A and B, givenin (24), isaninstructiontofirst update
the context with A and then to update the intermediate context with B:

(24) c+[A and B] = [c+A]+B

Also as before, Heim assumes that each stage in an update procedure is
required to be well-formed. This requirement, combined with the
specification of CCPs, will be used to explain both the possibilities of
anaphorawithin a complex structure, and the presupposition projection
properties of the structure. The question that remains, though, iswhy the
update procedure of a given expression is asit is claimed to be. Heim
(1983b) suggests that the truth conditions of an expression determineits
CCP, but as Soames (1989) points out, and Heim (1990) acknowledges,
there are multiple waysto define a CCP for an expression which reflect its
truth conditional content. And indeed, anumber of different suggestions
have been made as to the appropriate CCP for disjunction. These
proposals will be discussed in detail in Chapters Three and Four.

1.3.3. Discourse Representation Theory (DRT)
1.3.3.1. Discourse Representation Structures (DRSs)

DRT utilizes an even more structured notion of context than does File
Change Semantics. The theory posits a level of representation called a
Discourse Representation Structure (DRS) which, like afile, consistsof a
domain of discourse referents and a set of conditions. The additional
structure arises from the fact that the DRS conditionsmay themselveshe
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22 I ssues in the semantics and pragmatics of disjunction

DRSs, giving rise to a hierarchically structured representation. In
particular, the constituent clauses of complex sentences introduce sub-
DRSs,whicharesubordinateto the main DRSinwhich they are contained.
The schematic representation usually used makes this quite easy to see.
On thefollowing page, | provide an example. The diagram in (26) givesa
dightly simplified version of a DRS for the sentence sequence in (25),
using one way of representing disjunctionin DRT. Noticethat each of the
disjunctsis represented as a subordinate DRS®.

(25) Jane is unhappy. Either she had a bad day, or she argued with
George.
(26)

i g

unhappy(j)

had-a-bad-day(j) argued-with(j,g)

Just asfiles are evaluated for truth in File Change Semantics, it is DRSs
which are evaluated for truthin DRT. A DRSistruein amode iff thereis
a mapping from the domain of the principle DRS to the domain of the
model which verifies all of the conditions of the DRS. Where the DRS
contains only atomic conditions of the form f (x), the definition of
verification of a condition is straightforward. The complexity arises in
stating the verification conditions of complex DRS conditions, which
themselves contain DRSs. As in FCS, the verification conditions of
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complex conditions are given recursively, in terms of the verification
conditions of the sub-DRSs.

In File Change Semantics, the central task wasto define context (file)
change procedures for sentences of arbitrary complexity. In DRT, the
parallel task is two-fold. The first step is to state DRS construction
algorithms for sentences of arbitrary complexity. These algorithms are
instructions as to how to modify an existing DRSto represent the content
of a new sentence. The second step is to state accessibility relations
between the constituent DRSs of a main DRS. Accessibility relations
determinewhen adiscoursereferent in onesub-DRSis"accessible" asan
antecedent for apronouninanother. Theconstructional gorithmstogether
with the accessibility relations serve the same function asthe procedural
CCPs in FCS. Suppose, for instance, that a complex sentence S allows
anaphoric relations between an indefinite in aconstituent clausef and a
pronoun in a constituent clause ?. In FCS, thisis explained by giving a
procedural CCPwhich ensuresthat the starting context (or file) isupdated
withf beforeit isupdated with?.InDRT, theaccessibility relationsmust
be stated in such a way that the discourse referent introduced by the
indefinite is accessible to the sub-DRS containing the pronoun.

It is interesting to note that even though DRT does not in general
utilize procedural rules in accounting for cross-clausal anaphora, it does
inthe case of conjunction. Thedistinction between (22) and (23), repeated
here, is captured by assuming that the conjunctsareincorporated serially
into the DRS (see Kamp and Reyle 1993: 214-228).

(22) A cat; cameinand it; lay down.
(23) *1t; came in and a cat; lay down.

A number of different proposalshavebeen madeinthe DRT literature
as to how to represent disjunction in away which explainsits properties
with respect to anaphora. | will discuss these together with the CCP
proposals. The thrust of my argument in each case will be the same: the
phenomena do not reflect a complex context update property of
disjunction, but the effects of pragmatic constraintson the context update
process.

23



24 I ssues in the semantics and pragmatics of disjunction

1.3.4. Dynamic Montague Grammar (DMG)

Groenendijk and Stokhof (1990) proposed Dynamic Montague Grammar as
away of incorporating the insights of dynamic semantics into a more
standard semantic model. Theformal machinery iscomplicated andlargely
irrelevant for my purposes, so | will not attempt to review it here. Let me
simply note the major points of difference and similarity between DMG
and the two theories already discussed.

Themost significant differenceisthatin DM G, indefinitesaretreated
as existential quantifiers, in something like the standard manner. The
quantifiers, though, are redefined in such away asto allow them to bind
variables which lie outside of their syntactic scope. As in the other
systems, pronouns are uniformly treated as variables. Thus, in the
sentence sequence in (27), the pronounit is treated as a variable bound
by the indefinite introduced by a cat, as shownin (28):

(27) A cat; camein. It; lay down.
(28) Bx[cat(x)] & lay down(x)

Thelines under the operators "8" and"&" indicatethat they aredynamic
operators. The semantic scope of the dynamic existential operator in (28)
extends over the dynamically conjoined clause.

We have seen how possible anaphoric relationsare predicted in FCS
by giving procedural updaterules, andin DRT by constructionalgorithms
and a statement of accessibility relations. These predictions are made in
DMG by defining operators in such a way as to ensure that in
constructions where anaphorais possible, the variable which represents
the pronoun falls within the dynamic binding domain of its antecedent.
The formal machinery of the theory is powerful, and various different
means are used to ensure the correct results. | will discuss the specific
strategies used for disjunction in Chapter Four, and delay further
discussion of the theory until then. What should be evident is that
although some of the assumptions of the theory are different fromthose
of FCS and DRT, the central task is essentially the same: to define the
semantics of thelogical operatorsin such away asto predict the observed
patterns of possible anaphoric relations.
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NOTES

1. InStalnaker (1973,1974), Stalnaker usestheterm" presupposition
set.” He changes to the term "context set” in Stalnaker (1978). | use the
latter term because that is the one which is current in the linguistic

literature.
2. Thereis an extensive literature on the representation of belief

revision. See, for example, Gardenfors (1988).
3. Fordiscussion and defense of the possible world treatment of

propositions, see Stalnaker (1976, 1984). Kripke (ms.) offers someremarks
on a more structured view of context, suggesting in particular that a
distinction is needed between the “active context,” perhaps a complex
entity, and “the passive context,” consisting of general background
information. Heim (1983b) suggests that contexts be viewed as sets of

assignment-world pairs.
4.  Karttunen (1974) makesaproposal much like Stalnaker's. In later

work, though, Karttunen goes back to amuch more semantic approach to

presupposition projection. See, in particular, Karttunen and Peters (1979).
5. Hemactualy assigns File Change Potentials to the syntactic
Logical Forms (LFs) of sentences. She assumes a syntactic theory in
which LF isthelevel of syntactic representation which providestheinput
to the interpretative component. | will be making the same assumption
throughout, but this will not become relevant until Chapter Four.

6. This is actually the rule which Heim gives for a cumulative
molecular formulawithf and ? asimmediate constituents. Heim (1982) is
concerned primarily with quantificational structuresandwithconditionals,
and does not discuss sentential connectives except for a few remarksin
her conclusion (p. 397). However, it is apparent from these remarks, and
certainly from her treatment of conjunctionin Heim (1983b), that shewould
treat conjoined clauses as cumulative molecular formulae, that is, as
indicated in (21).

7. Heim (1983b) begins by construing contexts as sets of possible
worlds, but argues that they should properly be construed as sets of
world-sequence pairs in order to deal with the presuppositions of
quantified structures. This construal of context has the advantage of
introducing additional fine-grainednesstothenotion, but thisistangential
to my interests here. In further work on presupposition projection within
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the context change framework, both by Heim and others, contexts
continue to be construed as sets of possible worlds (see, for instance,
Heim 1992).

8. Hereandthroughout, | will follow the conventionsintroducedin
Kamp (1981) for the representation of proper names and of pronouns,
although these conventions have been modified in current formulations
of the theory (e.g. Kamp and Reyle 1993). In current formulations, both
proper names and pronouns introduce new discoursereferents. Thefirst
introduction of a proper name introduces a discourse referent, and a
condition of theform[x =NAME]. Eachfurther use of thenameintroduces
a new referent, along with a condition of the form [y = x]. Similarly,
pronouns are now assumed to introduce a new discourse referent, and a
condition equating the new referent with an old one. To simplify the
representations, | use constantsthroughout for proper names, and just re-
useolddiscoursereferentsfor pronouns. Thesesimpler conventionshave
no bearing on the matters at issue here.
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CHAPTER TWO

Digunctive Sentences in Discourse

2.1. INTRODUCTION

In this chapter, | establish the foundations of my discussion of
disjunction. The main task is to understand how disjunctive sentences
functionin discourse, why they functioninthisway, and how their useis
constrained by various pragmatic principles. | begin in section 2.2. by
reviewing the basic observations and offering a somewhat informal
account of them. Thisinformal account will motivate an enrichment of the
Stalnakerian framework, which | presentin section 2.3. Intheremainder of
that section, | use the enriched framework to formulate a more precise
account of the felicity conditions on disjunction in terms of general
constraints on context update.

In section 2.4., | turn to some apparent exceptionsto the constraints
lidentify. Inthefinal section of thischapter, section 2.5., | givean account
of the exclusive reading of disjunctive sentences. Thisdiscussion will be
a dight digression from my main theme, but will complete the
characterization of the pragmatics of or. The pragmatic properties
identified in this chapter will provide a basis for the accounts of
presupposition projection and internal anaphora datato be discussed in
the following chapters.
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28 I ssues in the semantics and pragmatics of disjunction

2.2. THEDISCOURSE FUNCTION AND FELICITY CONDITIONS OF
DISJUNCTION

2.2.1. TheBasic Observations
In“Indicative Conditionals,” Grice (1989: 68) observes that:

A standard (if not the standard) employment of “or” is in the
specification of possibilities (one of which is supposed by the speaker
to be redlized, although he does not know which one), each of whichis
relevant in the same way to agiven topic. ‘A or B’ ischaracteristically
employed togiveapartial answer to some[wh]-question, to which each
digunct, if assertible, would give a fuller, more specific, more
satisfactory answer.

Asillustration, consider sentence (1):
(1) Either you havedirtinyour fuel line or your carburetor is gummed.

This sentence might naturally be said by one’s mechanic as a way of
listing the possibilities as to what is wrong with on€e’s car. It could be
givenin answer to the explicitly asked question, “What iswrong with my
car?’ with each disjunct representing what, from the mechanic’s
perspective, isapossibly true answer to the question.

It is not only typical for disjunctions to be used in this way, but
apparently necessary. A disjunctionwhich cannot beinterpreted aslisting
related possibilitiesis generally quite unacceptable, asillustrated by the
following:

) #Eitheryou havedirtinyour fuel lineoritisrainingin Tel-Aviv.

This suggests that disjunctions not only may be used to list possible
answersto a question, but indeed must be so used.

Grice provides an argument asto why disjunctionsshould beusedin
giving interim answers to wh-questions, rather than any other truth
conditionally equivalent form. He observesthat the appropriate answer to
awh-question is usually, although not invariably, an affirmative and not
anegative statement: “We ask ‘who killed Cock Robin? not‘Whodidn't
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kill Cock Robin?”(p.69). Consequently, he argues, it will be “more
economical” to use adisjunctionAor B to givean interim answer to awh-
guestion than to use the equivalent formslt isnot the casethat not Aand
not B or If not A then B because the subordinate clauses of the
disjunction havetheform of thedesired answer. Thisstate of affairsgives
risetoa“habit or practice” of using disjunctive sentencesfor the purpose
of giving interim answers to wh-questions. Given thisconvention, use of
adisjunction by aspeaker “implicatesor suggests... that heisaddressing
himself to some explicit or implicit wh-question.” By thisargument, it is
the violation of aconvention of linguistic practicewhich givesriseto the
oddity of (2). | will show that thereare more compelling reasonsfor theuse
of or to list possibilities, and for the oddity of (2).

The infelicity of (2) indicates that in a felicitous disjunction, the
disjuncts must be related to each other in some way yet to be specified.
On the other hand, disjuncts must not be too closely related. AsHurford
(1974) observes, disjunctions in which one disjunct entails another are
infelicitous, asillustrated by:

3 #Either Jane owns atruck, or she owns ared truck.

Note that what is relevant here is what Chierchia and McConnell-Ginet
(1990) call contextual entailment. Infelicity arises whenever one disjunct,
in conjunction with any assumptions which are part of the background
knowledge of the speakers, entail sanother. For example, supposethat the
participants i n the discourse assumethat graduate studentsliveon avery
tight budget and al so that peopleon avery tight budget can’t afford to eat
out at expensiverestaurants. |n such asituation, the assertion of (4) would
be very odd:

4 #Either she’ sagraduate student, or she can’t afford to eat out at
expensive restaurants.

Of course, if thingsweredifferent, and the speakersthought that graduate
students are generally better off financially than other people, then (4)
would be perfectly acceptable.

In (2-4) we have examples of disunctions which are infelicitous
because the relationship between the disjuncts is, apparently, not one
which admits of disjunction. Speaking quiteinformally, we might say that
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in (2), the problem is that the disjuncts are not related to each other, and
in (4), the problemisthat they aretoo closely related. Infelicitiesalso arise
when disjuncts are inappropriately related to the content of the context.
As anumber of authors have observed (see, inter alia, Stalnaker (1975),

Grice (1989)), a felicitous disjunction may not contain a disjunct whose
truth value is aready established in the context. Thus, if the context

aready entailsthat Janeis not at home, it would generally beinfelicitous
to assert either (5) or (6):

©) Either Janeisn’t at home or she’ signoring her telephone.
6) Either Janeis at home or she forgot to turn the lights off.

In the next section, | will introduce the Gricean principlesintermsof which
theseinfelicities will be explained, and provide an informal outline of the
explanations.

2.2.2. Reation and Manner in the Stalnakerian Modél

Asdefined by Stalnaker, the context set of a conversation represents all

those possibilities which are compatible with what the speakers
presuppose. The purpose of conversation, Stalnaker says, isto eliminate
possibilities from this set, in order to bring the participants closer to a
shared view of how things are. The goal of an assertion is to reduce the
context setinaparticular way, eliminating those possibilitiesincompatible
with the content of the assertion. One obvious constraint on assertions,
then, is that they express something true at some but not all possible
worlds in the context set (1978: 325)2. It is only in this case that an
assertion can have the desired effect of eliminating possibilities.

In Stalnaker’ spicture, participantsin aconversation are supposed to
have avery general interestintheway thingsare. All that isneeded for an
assertion to be successful isfor it to bring them alittle closer to knowing
how things are, by excluding at |eastsomeworld from the context set. But
in the normal case, participants have much more parochial concerns. At
any given point, thereare usually certain aspects of theworld that people
are interested inknowing about, and othersthat they are not interestedin.
If I am trying to find out what time the semantics seminar begins, | will not
appreciate your telling me about the population of China. You might
thereby give me new information, and so bring about areduction of my (or
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our) context set, but you will not have reduced the context set in a way
that iscurrently of interest to me. What | want istoreducethe possibilities
with respect to the starting time of the seminar. Other reductions of my
context set are currently irrelevant. And if you insist on telling me about
the population of China, | amlikely to be quite bewildered by what you are
telling me.

Even in a casual conversation, some kinds of contributions will be
accepted asrelevant, and some will not. If we arein the middle of talking
about the baseball scores, and you make an assertion about the
completeness proof for modal logic, something will have gone wrong.
What you have said may beinformative, but itisnot relevantly so: it does
not eliminate any possibilities which we are currently (jointly) interested
in eliminating. And even at a point in the conversation whereanew topic
can appropriately beraised, someassertionswill berel evant, and somewill
not. In most casual conversations, any assertion about the compl eteness
proof for modal logic will fail to be relevantly informative at any point in
the conversation. Thus, not all reductions of the context set are equally
acceptable as conversational moves.

Grice's Maxim of Relation (see Chapter One, section1.1.1.), statesthe
requirement that assertions berelevant to the purposes of conversational
participants. To say exactly what itisfor an assertionto berelevantisnot
easy. As Grice himself says, “the formulation [of the Maxim of Relation]
conceals a number of problems...: questions about what different kinds
and focuses of relevance there may be, how these shift in the course of a
talk exchange, how to allow for the fact that subjects of conversation are
legitimately changed, and so on” (1975:46).

A number of researchers have attempted, in one way or another, to
provide answers to these questions. Perhaps the most extensive attempt
is that of Sperber and Wilson (1986), who propose a theory of
communication based on a much elaborated version of the principle of
Relation. More recently, several proposals have been made in the
linguistic literature for formal models of discourse (Ginzburg 1997,
Groenendijk 1997, Roberts 1996) which are intended to capture the
requirement that assertions address some topic of interest to the
participants, some issue which they are interested in resolving. All of
these authors characterize issues of current interest as questions
currently under discussion in the discourse. The questions under
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discussion may have been asked explicitly, or may be implicit in the
discourse.

The idea of Question Under Discussion provides a simple way to
characterize the notion of an assertion being relevantly informative, as
opposed toinformativesimpliciter. Anassertionisinformativesimpliciter
just in case itsincorporation into the context set resultsinthe elimination
of some world from that set. Now we can say that an assertion is
relevantly informative just in caseit provides at least a partial answer to
some question under discussion in the discourse. In the context change
model, that means that the assertion must eliminate some possibility
(subset of the context) as to the answer to the question. Let us then
assume that felicitous assertions are required to achieve this effect. | will
call thisrequirement the Relevant Informativity condition, and will for now
state this condition informally, as follows:

(7) Relevant Informativity condition
An assertoric contribution to a discourse is required to provide at
least a partial answer to some Question Under Discussion in the
discourse.

Even this informal characterization suffices to show that the notion of
Relevant Informativity provides an explanation for the infelicity of
disunctionslike (2), repeated herein slightly modified form:

(8) Either thiscar hasdirtinitsfuel lineoritisrainingin Tel-Aviv.

What effect does this disjunction have on acontext set? It resultsinthe
elimination of worldsinwhich the car doesnot havedirtinitsfuel lineand
in which it is not raining in Tel-Aviv. In other words, we eliminate any
worldswhich do not bel ong to the union of the propositions expressed by
each disjunct. Now, what question might be partially resolved by
excluding just thoseworlds? It ishard to think of one. Thefirst disjunct
would obviously be apotential answer to aquestion like “What iswrong
withthiscar?’ and the second, to a question like, “What is the weather
likein Tel-Aviv?' But with our ordinary assumptions about theworldin
place, it is hard to think of any single question to which thedisjunction as
awhole could giveeven apartial answer. Now, the Relevant Informativity
condition reguires that every assertion, including disjunctive assertions,
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provide at least a partial answer to some question under discussion. The
point hereisthat we cannot think of any question towhichthedisjunction
provides an answer, and so cannot think of any context in which the
disjunction could be relevantly informative. This is the source of the
judgment that (8) isinfelicitous.

Suppose, however, that we changethe background assumptions, that
is, we change the entailments of the context set. Suppose that the car in
question is in Jerusalem, that when it rains in Tel-Aviv it is humid in
Jerusalem, and that humidity causes the samekind of car malfunctions as
dirt in the fuel line. Once we accept al of these premises, then each
disjunct of (8) constitutes a possible answer to the question “What is
wrong with the car?” and thus so does the disjunction as a whole. The
initial judgment of infelicity reflects the fact that in making “out of the
blue” judgments, speakers evaluate the disjunction with respect to their
ordinary assumptions. We will see further examples of thiskind later on.

It might seem that one way to construct a question to which the
disjunction in (8) would be an answer is to conjoin the two questions
mentioned above, giving something like: “What iswrong with thiscar and
what is the weather like in Tel-Aviv?’' Intuitively, though, thisis two
guestions conjoined, and not one single question. It does not seem to be
possible to conflateissuesby conjoining questions. Thisraisestheissues
of what counts as a question, and what kinds of formal relations exist
between questions. | will not be able to address these issues here,
athough I will say alittle morewhen | give the forma model. For thetime
being, | merely observe that the conjunction of two acceptabl e questions
does not necessarily result in anew, single, acceptable question.

I claim, then, that it is the requirement that assertions be relevantly
informativewhich accountsfor theill-formednessof (8). | will claimfurther
that this requirement accounts generally for Grice's observation that
disjunctions are used to list possibilities each of whichis relevant in the
same way to agiventopic. | will show that disjoining propositionswhich
are not related to each other in thisway will alwaysresultinafailuretobe
relevantly informative. Hence, it isonly when disjunctsare so related that
a disjunction can be felicitously asserted. To argue for this more
convincingly, | will formalize the Relevant Informativity condition in the
enriched Stalnakerian framework in section 2.3.1.

The Relevant Informativity condition constrains the content of
contributions made at particular points in a discourse. Grice's Maxim of
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Manner indicates that the felicity of an assertion isnot determined solely
by its content, but also by the form whichisused. Sentences (9) and (10)
are synonymous, but (9) is a much more felicitous expression of this
content, in most contexts, than (10):

9 | will arrive on Monday or Tuesday.
(20) It’snot the case that | will not arrive on Monday and will not arrive
on Tuesday.

What isrequired is, essentially, to expressthe proposition in the simplest
way possible. This, | will call the Simplicity condition. In terms of the
context change model, inwhich assertionsare understood asinstructions
to hearers to update the context set in aparticular way, the condition can
be characterized as follows: A speaker should give her hearers the
simplest context update instruction she can while still achieving the
desired context update effect.

Consider now how this requirement relates to the case of entailing
disunctions (11):

(112) #Either Jane owns atruck or she owns ared truck.

Supposethat (11) isgiven in partial answer to the question: “What kind
of vehicle does Janeown?’ (11) certainly providesapartial answer tothis
question, as it entails that Jane owns a truck. But just the same answer
would beprovided by asserting thefirst disjunct alone. So the speaker has
violated the Simplicity condition by using amore complex form than is
necessary to effect the context changewhichisachieved. Thiswill betrue
in any context inwhich (11) isuttered. Asthereisno context in which the
sentence could be straightforwardly felicitous, it isjudged ill-formed.
Now, what about exampleslike (12)?

(12) #Either Jane owns ared truck or she owns atruck and she’s happy.

Here, neither disunct entails the other, but the disjunction is still
unacceptable. The explanation for this will come from an interaction
betweentheRelevant Informativity conditionandthe Simplicity condition.
But to characterizethisinteraction, | will haveto statethe conditionsmore
rigorously in terms context change.
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2.3. THE ENRICHED CONTEXT CHANGE FRAMEWORK

2.3.1. Presentation

The basic idea is to take the Stalnakerian context as one part of a more
complexstructure, which | will call aDiscourse Context (DC). A DC will be
apair, ¢, QUD,, where c is a Stalnakerian context set and QUD isthe set
of QuestionsUnder Discussion at the point inthe discoursewherecisthe
context set. Formally, QUD will be modeled as a set of question
denotations, so we must begin by adopting a semantic treatment of
questions.

| adopt here the semantics for questions developed in Groenendijk
and Stokhof (1984). In this semantics, a question denotes a set of
propositions. Each proposition in the denotation is a possible and
exhaustive answer to the question. A proposition isapossible answer to
aquestion Qif itisatrue answer at some possible world. For example, the
question Is it raining in Tel-Aviv? denotes the set containing the
proposition that it israining in Tel-Aviv and the proposition that it is not
raining in Tel-Aviv. These two propositions are the only two (direct)
answersto this question.

In general, ayes/no questionwill have asdenotation atwo-membered
set of propositions: basically, the® yes’ answer andthe®no” answer. (The
exception to this is where the question is tautological or contradictory,
when there will be only one possible answer to it.) The denotation of a
wh-question, on the other hand, will generally have many members, as
there are generally many possible exhaustive answers to a wh-question.

Groenendijk and Stokhof identify propositions with sets of possible
worlds, so instead of thinking of the denotation of a question as a set of
propositions, we can think of it as a set of sets of possible worlds.
Moreover, because each answer in the denotation is an exhaustive
answer, the sets of possible worlds are non-overlapping. To seewhy this
is so, consider two possible answers to the questionWho came?: George
came (and no one else did), George and Jane came (and no one else did).
The qualificationsin parentheses are needed because the answerswe are
interested inareexhaustiveanswers. Now, if itistruethat Georgeand Jane
and no oneelsecame, thenitisnot truethat George and no one elsecame.
If thefirst of these propositionsistrue at some world, then the secondis
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false, and viceversa. Thesamewill betruefor any two exhaustiveanswers
to agiven question.

The denotation of a question, then, divides up the set of possible
worlds into a number of non-overlapping subsets, with each subset
representing apossibleexhaustiveanswer tothequestion. Suchadivision
of asetiscalled apartition; the members of the partition are called cells.
Theformal definition of a partitionisgivenin (13).

(13) Let A beaset. A partition of A isaset P such that:

@) Pf pow(A)andi 6 P
(Pisaset of non-empty subsets of A)

(i) A=c{B:BOF}
(The union of the members of PequalsA, i.e. every member
of A isinsomecell of P.)

(iii) UX,YOP.X1Y=1iorX=Y
(Thecells of P do not overlap.)

Formally, then, the denotation of aquestion is apartition on the set W of
possible worlds, each cell of which corresponds to a possible and
exhaustive answer to the question. For any question Q, the denotation of
Qiswritten as W/Q, the partition imposed by Q on W.

Figure 1 represents one possible partition for a very small set of
possibleworlds W ={ab,c,d,ef,g}.

Figurel
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Groenendijk and Stokhof areconcerned with therel ationship between
guestion denotations and states of information of speakers, or, in our
terms, context sets. They define a number of notions relating questions
and contexts which will be useful in what follows.

First,wedefinethe set of possible answersto Q which are compatible
with a context ¢, W/QF:

(14  WIF={X:X0W/Q&X1cO i}

W/ Q¥ isthe set of answersto aquestion which have anon-empty overlap
with the context, those answers which are compatible with what
participants in the discourse assume. For instance, suppose that it is
aready established in the context that the only people who might have
come are George and Jane. (We have eliminated all other possibilities).
Then W/who came® will have only three members: the set of worldsin
which only George came, the set of worldsin which only Jane came, and
the set of worldsin which only George and Jane came. No other members
of W/who came are compatible with c.

Using this definition,we can definetwo further notions: the notion of
being aproper question in a context, and the notion of a question being
resolved in acontext. A question Q is proper in a context c iff more than
one possible answer to Q is compatible with c. Formally:

(15) Qisaproper questioninciff W/QF[>1

(15) says that Q is a proper question in c iff W/Q (the set of answers
compatible with ¢) has morethan one member. Thissituationisillustrated
in Figure 2.
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WIiQ
C
X
T
Z
v
Figure?2
Qisaproper questioninc
W/Q ={X,Y,Z}

Inthisfigure, asbefore, thelargerectanglerepresentsthe set of worldsW,
partitioned as determined by the question Q. Each cell in the partition
correspondsto a possible answer to Q. Thecircle c is the context set (a
subset of W). Note that the context overlaps with three of the cells of
WI/Q, thecells X, Y and Z. In other words, three possibleanswersto Q are
compatible with what is assumed at this point in the discourse. So Qisa
proper questionin c.

The next notion to defineisthat of aquestion being resolved. | will
say that a question Q isresolved in ¢ when only one possible answer to
Q iscompatible with c. Formally:

(16) Qisresolved inciff W/QF|=1

Thissituationisillustrated in Figure 3.
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WIR

Figure3
Risresolvedinc

Note that when c is the empty set, then for any Q, W/ isthe empty set
too. Given my definitions, Q is neither proper nor resolved in such a
context. This is as it should be, for the empty context is the formal
correlate of complete communicative breakdown, in which situation no
questions can be considered. | will set aside as irrelevant any
conseguences pertaining to the possibility of an empty context.

With the help of the definitions above, | can now characterize partial
and complete answersto Q. To give a partial answer to Q isto eliminate
some potential answer to it. This correspondsto reducing the context set
in such away that itsintersection with some cell of the partition becomes
empty. A propositionf thus partially answers aquestion Q in c iff fewer
possible answers to Q (i.e. fewer cells of W/Q) are compatible with the
result of updating ¢ with the content of f than are compatiblewith c. To
denote the context update operation, | will adopt Heim’s “+” notation,
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which | introduced in Chapter One. The result of updating ¢ with f is
written “c+ .” Theformal definition of a partial answer isasfollows:

(17) A proposition f partially answers aquestion Q in ¢ iff W/QF*f
dW/IQF

To give acomplete answer to aquestion is to eliminateall but one of
the possible answersto that questioni.e.

(18) A proposition f completely answers a question Q in ciff Q is
proper incandisresolvedin c+ .

Note that answerhood is here defined relative to a context c. Whether or
not a proposition counts as an answer to aquestion may depend on what
the hearer already takes to be true. We have already seen that thisis
indeed the case. We observed above (section 2.2.2.) that given an
appropriate set of background assumptions, the proposition that it is
raining in Tel-Aviv could be an answer to the question “What is wrong
with this car?’ even though, with amore ordinary set of assumptions, it
would not do so. This variability in answerhood will carry over to the
judgments of felicity of disjunctions.

Thetreatment of answersadopted hereissomewhat rudimentary, and
ignores many of the intricacies of actual discourse. Speakers do not
always respond to a question with a direct answer. Groenendijk and
Stokhof discuss, in particular, what they call indirect answers. Consider,
for example, the following exchange:

(19) Abe:  What color isthe new car?
Bud: If Jane picked it out, it’sred.

Bud' s conditional answer does not eliminate any possible answer to the
question. It does not, by itself, get Abeany closer to knowing the correct
answer. But, as Groenendijk and Stokhof point out, it suggests astrategy
fordiscovering theanswer. Abe now knowsthat finding out whether Jane
picked out the car isapossibleway to find out what color thecar is. Bud's
response is certainly an acceptable answer, although it does not meet the
simple condition given in (17). Groenendijk and Stokhof formulate a
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definition of pragmatic answerhood which allowsfor indirect answerslike
these. | will set these aside and treat only direct answers.

Note that thereisanother kind of answer whichisinasenseindirect,
but falls under definition (17). Thisis exemplified in (20):

(20) Abe:  Whereis Jane?
Bud:  She sworking.

Bud's reply does not name alocation, so isin asenseindirect. However,
itisafelicitousreply only if Jane’ sworking contextually entailsher being
inaparticular place, or at least rules out certain placeswhere shemight be.
Having been told that Jane is working, Abe can eliminate some possible
answers to the question: that she’s not at the movies, for instance. So,
given certain contextual assumptions, Bud’s response does provide a
partial direct answer to the question asked.

Using the definitions of questions and answers set out above, | can
now givethe formal definition of the notions that will play arole in the
remainder of the discussion. (21) givesthe formal definition of Discourse
Context:

(21) DC = +c, QUD, where
c isa Stalnakerian context set
QUD T {W/Q: Qisaproper questionin c}

The definition of QUD statesthe minimal requirement on the questionsin
the set: that they be proper questionsin the context. It does not, though,
give any idea as to which of the questions that have this property will
count as members of QUD. For any possible context set ¢ there are many
— perhaps infinitely many — questions whose denotation is a partition
containing more than one cell with a non-empty intersection with c.
Clearly, only avery limited subset of these will belong to QUD at agiven
point. The definition given does not constitute a characterization of this
subset, or of what it isfor a question to be a question under discussion.
Crucidly, | rely onthe intuitive idea that thereisin every conversation a
recognized set of openissues, and that discourse participantscanidentify
what is an open issue and what is not. The formalization does no more
than characterize open issues as proper questions.
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Recall also from the informal discussion that the logical structure of
QUD is not straightforwardly definable. QUD appears not to have a
Boolean structure. Although we may define operations on partitions
which correspond to conjunction and disjunction (see Landman 1991), it
isnot clear that these operations correspond to any linguistic operation
onquestions. Asl observed above, theresult of conjoiningtwo questions
does not necessarily produce a linguistic object which is intuitively a
single question, asillustrated by (22):

(22) What iswrong with this car and what isthe weather likein Tel-Aviv?

But whether or not questions in general admit of Boolean operations,we
must assume that QUD does not have aBoolean structure: it isnot closed
under conjunction and disjunction. In other words, even if each of the
conjuncts of (22) isin QUD, (22) itself is not necessarily also in QUD.

Having defined Discourse Contexts, we must now state how these
contexts are updated. This is straightforward. To update a Discourse
Context in response to an utterance, we first update the Stalnakerian
context setintheusual way, thatis, replaceit withitsintersection with the
proposition asserted. Second, we eliminate from QUD any questions
whicharenot proper questionsinthe new context. Thismeanssimply that
we eliminate any questions which have been resolved by the assertion.

In some cases, an assertion may resolve a question without the
participantsin the discourse realizing that thisis the case. This parallels
the case in which participantsin adiscoursefail to realize that their set of
presuppositions entails some proposition P. In such a case, P is true at
every worldinthe context set and soisstrictly presupposed, even though
no participant in the discourse realizes this. | set this complication aside.

Thereis always the possibility that a given assertion may introduce
anew question into QUD. Consequently, | do not define the update of
QUD only as the elimination of resolved questions. Although | do not
address here the question of how newissuesareraisedindiscourse, | do
not wish the model to exclude this possibility. Let QUD+f denote a set
fromwhich any questionsin QUD resolved by f areeliminated, but which
may contain additional questions not in QUD. Then we can define the
update of a Discourse Context as follows:

(23) Let DC = +c, QUD,
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DC updated withf , DC[f | =+c+ , QUD+ ,

Recall that one of the reasons for devel oping this refinement was to
giveaformal definition of Relevant Informativity. The definition statesin
the terms of the new model the informal characterization which | gave
earlier: an assertion of f is relevantly informative iff it provides a partial
answer to some question under discussion, i.e.:

(24) f isrelevantly informative with respect to DC iff
6Q0 QUD s.t. W/QF* d W/QF

I now use thisto define an appropriateness condition on DC update:

(25) The Relevant Informativity Condition
Iff isassertedinatalk exchangewhose purposeistheexchange
of information, then DC[f ] is appropriate only if f isrelevantly
informativew.r.t. DC.

| take (25) to be a partial formalization of Grice’s Maxim of Relation. It is
partial in that, although every contribution to a discourse must be
relevant, not every contribution must meet the Relevant Informativity
Condition. Exceptions to the condition include contributions which
function to add a new question to QUD. The definition of relevance for
such utterances will be quite different from this. Similarly, in talk
exchanges whose purposeis primarily phatic, the Relevant Informativity
Condition probably does not apply. (Stalnaker (1974:201) offers his
conversations with his barber as such acase.) | will restrict my attention
to contributions which are intended to be informative. To these, the
Relevant Informativity Condition applies.

2.3.2. Digunction and the Relevant Informativity Condition

Insection 2.2.2., | argued that the reason that disjunctions generally list
possibilities relevant to the sasmetopicisthat thisisthe only way inwhich
they can be Relevantly Informative. In terms of the new model | have
constructed, thisistheclaimthat for any discoursecontext DC, asentence
S, or ...or S, can be Relevantly Informative (i.e. provide a partial answer
to some QOQUD) only if thereissome QOQUD suchthat al of S, ... S, are
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partial answers to Q. This can be proved to follow from the definitions
given.For simplicity, | givethe proof for the specific case of atwo disjunct
disunction. | show:

(26) For any context ¢ and any question Q:
W/QHA Bl d W/CQF only if
W/Q* d W/Q® and W/QF*B d W/Q®

Thisresult falls out from the definitions given, by virtue of the fact that
the result of updating acontext c with asentenceAor B istheintersection
of ¢ with the union of (the set of worlds denoted by) A and (the set of
worlds denoted by) B. In giving the proof, | use the lemmain (27), which
isitself astraightforward consequence of the definition of W/QF and set
theory:

(27) Lemma:
W/QH d W/QF iff 5XOW/Q s.t. X1cOi and X1cif =i

(28)

1. Show: for any Q, any c:
W/ o2l d W/QF only if
W/Q* d W/Q® and
W/IQ*? d W/QF

2. Supposethat for some arbitrary Q and c,
W/Qc+[f or?] d W/Qc

3. Then 8XOW/Qst. X1cOi and X1cl[f or ?] =i
(by lemma, L toR)

4, X1cl[f or?]=X1cl(f c?)

5 So8XOW/Qs.it. X1cOi and X1cl[f c?] =i
(rewrite of line 3)

6. SodXOW/Qs.t. X1cOi and X1clf =i and X1cl?=1i

7. Hence:
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BXOW/Q st. X1c Of and X1clf =i and
BXOW/Qs.t. X1c Of and X1cl1? =i

7. Hence:
W/ d W/Q® and
WI/Q*? d W/Q® (by two applications of lemma, Rto L)

This theorem provides the explanation for Grice's (1989: 68)
observation, that “astandard ...employment of or is inthe specification of
possibilities ... each of whichisrelevant inthe ssmeway to agiventopic”.
Itisonly when thedisjunctsarerelated in thisway that the disjunction as
awholewill be Relevantly Informative with respect to some context. For
suppose that A or B meets the Relevant Informativity condition w.r.t. DC
= +¢, QUD,. Then there is some question in QUD s.t. A or B provides a
partial answer toit. Call thisquestion Q. By (26), it followsthat both A and
B will also provide partial answersto Q. But an assertion of A or B must
always meet the Relevant Informativity condition. So whenever Aor Bis
asserted, there will be some question under discussion to which both
disjuncts provide partial answers.

When a disjunction is given in answer to an explicit question, the
disjunction must provide an answer to that question. Hence, by (26), each
disjunct must provide apossible answertoit. Thisiswhat Griceobserves
when he saysthat disjunctions are “characteristically employed to givea
partial answer to some wh-question, to which each disjunct, if assertible,
would giveafuller ... answer” (1989:68). The case of disjunctionsasserted
in an informative discourse but not in answer to an explicit question is
simply an extension of this. We have assumed that in such acasethereis
some implicit question to which the disjunction provides an answer, and
thus each disjunct must provide a possible answer to that same implicit
question.

We noted above that disjunctionsin which the disjuncts cannot be
interpreted as possible answers to a single question areinfelicitous. This
was the explanation for the oddity of (8), repeated here:

(8) #Either thiscar hasdirtinitsfuel line, oritisrainingin Tel-Aviv.
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The claim, then, is that when speakers judge (8) odd, their judgment
reflects their inability to think of acontext in which the sentence would be
relevantly informative, andthereforeassertible. This, inturn, isaclaimthat
speakers judge there to be no “askable” question to which each disjunct
constitutes a possible answer.

Verification for this claim comes from the fact that judgments change
when informants are offered a context which does provide such a
guestion. Consider the following example:

(29) Either several linguists went to the party, or some philosophers
stayed all night.

Presented with this sentence out of the blue, my informants have
invariably found it infelicitous. But now, here is a situation in which to
locate it. Suppose that our friend Cleo has given a party, and is upset
about something that happened. Weare specul ating asto what that might
be. As we know Cleo well, we have a clear idea as to what the possible
causes of her upset might be. We know that these include, but are not
limited to:

() thepossihility that several linguists went to the party

(ii) the possibility that some philosophers stayed all night
If,inthe course of our conversation, we exclude all possibilitiesbut these,
we can certainly conclude it felicitously by saying: “Either several
linguists came to the party, or some philosophers stayed all night. That's
why she'supset.” In other words, once we have established acontext in
which there is a question under discussion to which each disjunct is a
possible answer, the disjunction becomesfelicitous. The context we came
up with, though, is hardly onethat anyoneislikely to think of “out of the
blue.” Hence, thesentenceisusually judgedinfelicitousintheabsence of
any context.
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2.3.3. Digunction and Simplicity
2.3.3.1. Entailing Disjunctions

Let’s turn now to cases of disjunctions in which one disjunct entails
another, which, as we observed above, are quite strongly infelicitous.
Recal example (3):

3 #Either Jane owns atruck or she owns ared truck.

An assertion of (3) would meet the Relevant Informativity condition in a
context in which the question of what kind of vehicle Jane ownsis under
discussion. Updating the Discourse Context with this assertion would
result in a new context in every world of which Jane owns atruck. The
assertion thus eliminates many possible answers to the question, and so
isrelevantly informative. But notethat the second disjunct entail sthefirst.
Consequently, the proposition expressed by the second isasubset of that
expressed by thefirst, i.e.:

(30) {w: Jane owns ared truck inw} f {w: Jane ownsatruck inw}

This means that the result of updating ¢ with the disjunction as a whole
isjust what we would get if we updated c with thefirst disjunct alone:

(31) c+ Jane owns a truck or she owns ared truck =
¢+ Jane ownsatruck

Consequently, an assertion of (3) in any context would violate the
Simplicity Conditionintroduced earlier. In any context, the context update
effect which is achieved by asserting (3) could also be achieved by
asserting one of the constituents of (3), which would surely be simpler.

Inlight of our discussion of Relevant Informativity, thereisaslightly
different way to characterizethefailureto abide by Simplicity. Because of
the entailment between the disjuncts, it isthe case that for any Discourse
Context, and for any Q@QUD, the answer to Q provided by the
disjunction as awhole could just aswell have been provided by asserting
thefirst disjunct alone. Let’ s describe this by saying that the disjunction
as a whole has the same degree of Relevant Informativity as the first
disjunct alone:
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(32) For any Discourse Context DC and any Q0 QUD:

W/Qc +Jane owns atruck or sheownsaredtruck —

W/QC +Jane owns atruck

It will turn out that viewing theviolationintermsof Relevant Informativity
is crucial for understanding certain cases where there is no entailment
between the disjuncts.

Before | turntothese cases, let mejust review an exampleinwhichthe
relation between the disjuncts is not strict logical entailment, but
contextual entailment. Recall example (4):

4 #Either she's a graduate student, or shecan’t afford to eat out at
expensive restaurants.

| pointed out that in a context in which it is assumed that graduate
students are on tight budgets, and that people on tight budgets can’t
afford to eat out at expensive restaurants, this sentence has the same
effect as (3), repeated here:

3 #Either Jane owns atruck or she ownsared truck.

Thereason thetwo have the same effect isthat whether or not aparticular
proposition provides an answer to a given question, and thuswhether or
not a proposition is Relevantly Informative, depends on what the hearer
already takesto be true. Supposec entailsthe two assumptions. Then c+
she’ sa graduate student will entail that sheis onatight budget and can’t
afford to eat out at expensive restaurants. This set will be a subset of
c+shecan’t afford to eat out at expensiverestaurants. So onceagain, the
context update effect of the disjunction asawholewill beidentical to the
context update effect of the second disjunct alone. Hence, the Simplicity
condition isviolated.

2.3.3.2. Non-entailing cases
Because of the way in which Relevant Informativity and Simplicity

interact, it turnsout that disjunctions can violate the Simplicity Condition
interms of their degree of Relevant Informativity, even when no disjunct
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entails another. Consider example (33) which, out of the blue, is
infelicitous.

(33) #Either Jane owns abig truck, or she owns atruck and George owns

a stationwagon.

No disjunct in this example entails another, so the explanation given for
the infelicity of the entailing disjunctions cannot be applied here
straightforwardly. But consider what possible questions the disjunction
could provide an answer to. Suppose the disjunction is to address the
question of what kind of vehicle George owns. Because thefirst disjunct
does not eliminate any possible answers to this question (assuming no
contextual assumptions about connections between the kinds of vehicles
the two people own), neither will the disjunction as a whole. So with
respect to this question, the disjunction is uninformative.

Suppose, aternatively, that thedisjunctionisto addressthequestion
of what kind of vehicle Jane owns. Now we derive an interesting result.
Although the context update effected by the disjunction as a whole is
distinct from that effected by either disjunct, the disjunction as a whole
gives the same answer to this question as the second disjunct alone, i.e.:

(34) W/ Qc+J ownsabig truck or sheownsat. and G ownsasw. —

W/QC+J ownsat. and G ownsasw.

The easiest way to seethisisfrom the diagramsin Figures 4 and 5. L ook
first at Figure 4.
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Figure4
c+J. ownsatruck and G. owns a stationwagon = ¢’
WI/Q ={AB,C}

As usual, the large rectangle with its divisions represents the partition
imposed on W by the question. ThethreecellsA, B and C contain worlds
inwhich Jane owns atruck. The cells A and B contain worlds in which
Janeownsabigtruck. Theoval representsthe starting context set. Asthe
guestion of whether George owns a stationwagon is unresolved in this
context, and is unrelated to the kind of vehicle Jane owns, | assume that
in half of the worlds in the context (the left hand side of the picture)
George owns a stationwagon, and in the other half (theright hand side of
the picture) he doesn’'t. The diagram shows the effect of updating this
context with the content of the second disjunct, Jane owns a truck and
George owns a stationwagon. The shaded area represents the worlds
incompatible with this proposition, which will be eliminated. The
unshaded area represents the updated context. Notice that this new
context is compatible with three cells of the partition, A, B and C: those
cells containing worlds in which Jane owns atruck.
Now look at Figure 5:
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c+J. ownsa big truck or she owns a truck and
G. owns a stationwagon = ¢'*

W/Q* ={AB,C}

Figure 5 represents the effect of updating the context with the
disjunction as a whole. Notice first that the resulting context set is
different from that in Figure 4: the disjunction as a whole is differently
informative, overall, than the second disjunct alone. But now notice that
nonethel ess, thiscontext set iscompatible with the samethree cells of the
partition: A, B and C. In other words, the disjunction gives the same
answer to the question under discussion as would its second disjunct
alone. So, although the dijunction is relevantly informative with respect
to the question of what kind of vehicle Jane owns, its use to answer the
guestion violates the Simplicity Condition, viewed in terms of Relevant
Informativity, rather than in terms of informativity simpliciter. The
interaction of Relevant Informativity and Simplicity thusaccountsfor the
infelicity of sentence (33) out of the blue.

Onceagain, though, an appropriate Discourse Context— oneinwhich
there is a QUD to which each disjunct provides a possible and distinct
answer — rendersthe disjunction felicitous. Suppose, then, that Jane and
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George are house mates, and that they are moving house together. Abe
iswondering about the mechanics of their move:

(35) Abe:  How arethey going to move all their stuff?
Bud:  Waéll, either Jane hasabig truck, or she hasatruck and
George has a stationwagon. Either way, they can get
everything into their own cars.

In responseto thisquestion, thedisjunction isacceptabl e. Assuming that
Bud’ s context set includes some ordinary assumptions about how much
stuff you can get into trucks and stationwagon, each disjunct will
constitute an answer to the question with respect to his context set,
ensuring that the disjunction satisfies Relevant Informativity. Moreover,
the partial answer provided by the disjunction differs from the answer
offered by either disjunct alone, ensuring that Simplicity is not violated.
The felicity of the disjunction relative to this Discourse Context is thus
predicted.

Thereis one final felicity condition which is also to be explained in
terms of the two context-update conditions. The observation is that a
felicitous disjunction may not contain any disjuncts whosetruthvalueis
determinatein the context (Stalnaker 1975, Grice 1989). Itisquitesimpleto
show that adisjunctioninwhich any disjunct isknown to betrueviolates
the Relevant Informativity condition, while a disjunction in which any
disjunct is known to be false violates the Simplicity condition.

Suppose that A is assumed in the context to be true, that is, it is
entailed by c. Then updating ¢ with any disjunction which has A as a
disjunct will have no effect i.e.:

(3g)c+AorB = ¢

But then the resulting context cannot be any closer to an answer to any
guestion than c itself, as the resulting context isidentical withc, i.e.:

(37) -6Q0 QUD st. W/QHA Bl g W/QF

Thus, the Relevant Informativity condition is violated.
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Supposenow that A isassumed to befalse, that is, isnot true at any
world in c. Then A will make no contribution to the informativity of any
disunction of whichitisadisunct,i.e.:

(38)yc+AorB = c+B

So in this case, the Simplicity condition is violated.
In conclusion, wecan summarizethefelicity conditionsondisjunction
in terms of the enriched Stalnakerian model in the following way:

(39) Summary of felicity conditions
A disjunction S; or ... or S, isfelicitousonly if thereisaquestionQin
QUD st.
(i) EachdigunctS, ... S isapartial answer to Q and
(i) Each disjunct S, ... S, provides amore informative answer to Q
than doesthe disjunction S, or ... or S,..

(i) isrequiredinorder for thedisjunctionto satisfy Relevant Informativity.
(i) is a minimal requirement for the disjunction to satisfy Simplicity.
Together, these requirements have the effect that disjunctions are
generally used in the manner described by Grice (1989): “in the
specification of possibilities ... each of which isrelevant in the same way
to agiven topic.”

2.3.4. Digunction and Rooth’s Alternative Semantics

In this section, | want to discuss briefly a connection between theissues
raised hereand the Alternative Semantics proposed by Rooth (1985, 1992)
in hisaccount of focus constructions. In Alternative Semantics, linguistic
expressions are assigned two semantic values. One is the ordinary
denotation ( Eal®), and the second iswhat Rooth calls the focus semantic
value (Eall). When an expression contains no focused constituents, its
focus semantic value is identical to its ordinary denotation. The
interesting case is the case of expressions which do contain a focused
constituent. In this case, the focus semantic value of the expression isa
set of semantic objects of the same type as the expression. For example,
the focus semantic value of a sentence which contains a focused
constituent is a set of propositions, each one a proposition derived from
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the ordinary denotation of the sentence by substituting into the position
corresponding to thefocused phrase. So, for example, thefocus semantic
value of [(Janelikes[Georgeld] isthe set of propositions of theform “ Jane
likesx,” where x is some individual. Similarly, the focus value of [{Jane]:
likes George] is the set of propositions of the form “x likes George.”
Intuitively, the focus semantic value of a sentence, or itsfocus set, is“a
set of aternatives from which the ordinary semantic valueis drawn, or a
set of propositions which potentially contrast with the ordinary semantic
value” (Rooth 1992:76). So the members of the focus semantic value of a
sentencelook alot like propositionswhich could potentially be disjoined.

Giventhat thereisalready evidencefor the utility of positing afocus
semantic value, could we not usethis to characterize those propositions
which can be disjoined and those which cannot? It appears that what is
required for a felicitous clausal disjunction is that the propositions
disjoined all be drawn from a single focus semantic value. We might
formulate this as a constraint in the following way:

(40) For any clausal disjunction [d, or d, or ... or d.], for each d;, i>1,
Edfie e £d.f

This saysthat in aclausal disjunction, the proposition expressed by each
disjunct after thefirst must belong to the focus semantic value of thefirst.
This seems like an accurate characterization of some simple cases. So, for
instance, (41) isafelicitous disunction, but (42) is not.

(41) Either Jane likes[George], or she likes[Henry]..
(42) #Either Jane likes [ George], or [Henry]: likes George.

Now, the first thing to note is that (40) states a constraint on
disjunction, but does not derive the constraint from any other principles,
as | have done above. Second, note that the characterization in (40) is
really no different from saying that each disjunct must be a possible
answer to the same question. As Rooth has shown, thereisacorrelation
between wh-questions and the position of focusin answers. Essentially,
the position of focus corresponds to the base position of the wh-
expression. All potential direct answersto awho or what question share
the samefocusstructure; any potential answer will belong to thefocusset
of al other potential answers. To put it another way, the members of the
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focus set of apossible answer to a question Q are also possible answers
to Q. So to say that in adisjunction, the disjuncts must all be members of
asinglefocus set isjust to say that all of the disjuncts must be possible
answers to the same question.

The problem with trying to use focus sets to characterize possible
disjunctionsis, simply, that although any disjunction which conformsto
(40) will be afelicitous disjunction, not al felicitousdisjunctionsconform
to (40). In other words, (40) gives a sufficient but not a necessary
conditionfor adisjunctionto befelicitous. Consider, for instance, thevery
first example of this chapter, repeated here:

(@) Either you have dirt in your fuel line or your carburetor is
gummed.

Whatever bears the focus in the first disunction, there is no way to
construct a focus semantic value for it which would include the
proposition expressed by the second disjunct.

(1), and other cases which do not conform to (40), tend to be
sentences that would be given asanswerstowhy-questions (Whyisn't my
car running?), or torather general questionslike What is wrong with my
car? or What happened? The correlation between questions like these
and the focus properties of their answers is much less clear than with
smple constituent questionslikeWho came? For instance, the constraint
on question-answer pairsformulatedin Rooth (1992), givenin (43), clearly
does not apply to these questions.

(43) Question-Answer constraint: The ordinary semantic value of a
question must be a subset of the focus semantic value of a
corresponding answer.

The problem seems to have to do with the unavailability of adefinition of
focus set for sentences which have the broadest possible focus. In the
caseof (1), for instance, the second disjunct could be seen asacandidate
for substitution into the position of the complement clause in the
following:

(44) What iswrong with your car isthat you have dirt in your fuel line.
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Perhapsfor (?), we need to requirethat the disjunctsfollowing thefirst be
clauses which appear in the complement position of the propositionsin

thefocus semantic value of (44). But if what isfocusedin (44) isthewhole

clause that you have dirt in your fuel line, then, following the usual

strategy for generating focus sets, what we get is the (infinite) set of

propositions of the form of (44). In other words, the strategy offers no

systematic way of constraining which propositions will appear in the
complement position. This, then, brings us back to where we started. To

say what should beinthefocusset of (44), we need to be ableto say what

constitutes a possible or allowable answer toWhat iswrongwithmy car?

or to say which propositions could felicitously be disjoined in answer to

this question. But what we were using focus sets for was to state a
constraint on answers to questions, or on felicitous disjunctions.

Inasimilarvein, Tomioka (1998) has suggested that the focus set of
a sentence should not contain all propositions derived by substituting
into the focused position, but only propositionswhich arein some sense
contrasting alternatives. Theproblem, hepointsout, ishow to characterize
the required notion of alternative. He suggeststhat aninformal way to do
this isto say that propositions count as alternativesjust in case they can
be disjoined.

What emerges is a rather tantalizing interconnection between the
notion of focus sets, the denotations of questions and the question-
answer relation, and the felicity conditions on disjunction. In the account
| have given of the felicity conditions of disjunction, | have taken the
guestion-answer relation to be basic. In effect, disjunctions are required
to be felicitous answers to some question, and from this their felicity
conditionsfollow. But the connections between theseissuesremain to be
explored further.

2.3.5. Summary

Using the augmented Stalnakerian model, | have given an explanation for
the discourse function and felicity conditions of disjunction onthebasis
of two pragmatic principles. the Relevant Informativity Conditionandthe
Simplicity Condition. The former principle, which plays the chief
explanatory role, is stated as a condition on context update. Thereisthus
an assumption implicit in the account that to understand pragmatic
processes, we must make reference to a process of context update.
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However, the account makes no reference to any particular procedure for
updating acontext with adisjunction. Referenceismade only to theresult
of updating a context with adisjunction, which isthe elimination from the
starting context of any world at which no disjunct istrue. More formally,
it istheresult of intersecting the context with the union of the denotations
of each digjunct. This isthe minimal assumption one can make, assuming
that disjunction in English has the truth conditions of logical inclusive
disjunction and that the context update processreflectstruth conditional
content.

The basic point, then, is that the context update induced by a
disjunction will be allowable only when the elimination of just this set of
worldscontributesinformation which the participantsin thediscourseare
interested in. This, | characterized as answering some question in the set
of QuestionsUnder Discussion. | showed that for thisto bepossible, each
disjunct must constitute a possible answer to that same question. | then
showed that the Simplicity Condition has the effect of requiring each
disjunct to constitute a distinct answer to the question. If the answer
offered by any disjunctincludes(i.e. entails) theanswer given by another,
then the degree of Relevant Informativity of the disjunction will be
identical to that of a constituent of the disjunction, in violation of
Simplicity.

In my model, | have not attempted any formal definition of QUD. The
notion is useful only to the extent that we can imbue it with intuitive
content. However, using questionsto characterizefelicitousdisjunctions
brings out the fundamental connection between the two forms. In some
sense, both questions and disjunctions are sets of answers. Questions
denote sets of all possible answers. Disjunctions give a list of some
subset of possible answers. Crucially, what we seem to find is that a
disjunction isfelicitousjustin case the union of the disjuncts equals the
union of some subset of a possible, or perhaps “askable,” question.
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2.4, SOME EXCEPTIONS
2.4.1. Floutings

There aretwo sorts of disjunctionsin which thefelicity conditions| have
named are blatantly violated, but which can nonetheless be used
appropriately in certain circumstances. Consider the discoursein (45):

(45) Alex: Do you think I’m going to pass this exam?
Bill: Either you will or you won't.

Bill’ sresponseis atautology. A tautology is by definition uninformative
simpliciter, and so can never be Relevantly Informative. Hence, wewould
expect the disjunction to be infelicitous.

But the very obviousness of the non-informative nature of Bill’s
response indicates that he is doing what Grice calls “flouting” the
condition. Sheisobviously failing to abide by the usual requirements of
felicitous discourse. Utterances such as these, according to Grice,
generate conversational implicatures. Conversational implicatures are
inferences made by hearers when they observe that what a speaker
actually said was in violation of some conversational maxim. If the hearer
assumes that the speaker intends to be cooperative, she will attempt to
construct someadditional propositionwhichthespeaker meanttoconvey,
which would render her utterance cooperative. The inference is aways
based on the truth-conditional content of the speaker’ s utterance.

Bill's utterance in (45) is so obviously uninformative that it indeed
does seem intentionally uncooperative. But there are a number of
additional propositionsthat Bill could intend to convey by his utterance:
that he can’t answer the question, that heisuninterested in answering the
question, that there is nothing now to be done about passing the exam,
and soon. Alex may not beableto arrive at aspecific proposition, but she
will certainly derive some information about Bill’s attitude from his
utterance. Thus, although you will or you won’t isnot itself informative,
its utteranceis. What isneededisto allow themodel of Discourse Context
update to include update with the implicatures generated by assertions,
and thus to register the informativity of exampleslike (45B).
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This does not quite resolve the issue however. For note that the
tautologous disjunction, even out of the blue, is not judged infelicitous
in the same way as some of our earlier examples, such as:

(46) #Either thiscar has dirtinitsfuel lineoritisraining in Tel-Aviv.

Moreover, uninformative examples like (46) cannot berenderedfelicitous
by virtue of conversational implicaturesto which they giverise.

Thefailure of (46) to give rise to conversational implicatures which
would “rescue” it isdue, | think, to the fact that its uninformativity is not
obvious. In general, conversational implicaturesarisewhenitisclear that
the speaker hasintentionally violated some maxim.

But why is the tautologous disjunction not infelicitous in the same
way as (46), even out of the blue? It will not do hereto say that it always
givesriseto conversational implicatures, as conversational implicatures
are contextual inferences, and do not attach to particular forms. What
seemsto be the case is that the fact that the disjuncts are each possible
answers to the question under discussion suffices to make the sentence
acceptable. | suggest, then, something along these lines: Aswe’'ve now
seen, for a digjunction to be Relevantly Informative, each disjunct must
constitute a possible answer to a given question. Consequently, in
judging whether or not a disjunction is felicitous, speakers attempt to
construct a question to which each disjunct could be a possible answer.
It isthe possibility of constructing such aquestion which isthe principal
criterion of felicity. When speakersfail to construct such aquestion, they
judge the sentence anomalous. When they succeed, they judge the
sentence acceptable, even if its utterance might giveriseto aviolation of

Relevant Informativity for some other reason.
Another kind of flouting isillustrated by (47):

(47) Either Georgeisinlove, or I'm aduck-billed platypus.

Clearly, the second disjunct is false. Assertion of the disjunction is thus
equivalent to assertion of the first disjunct alone, in violation of the
Simplicity condition. However, once again theviolation is blatant, and an
implicature is generated. Here, what is implicated is that the speaker is
absolutely certain that Georgeisin love. Thus, the disjunction asawhole
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is differently informative than thefirst disjunct alone, aslong asthe effect
of theimplicatureistaken into account.

2.4.2. Reasoning contexts

Thefelicity conditions | have stated apply only in situationsin which the
normal rulesof conversation areinforce. Onecaseinwhichtheserulesare
typically suspended is in the presentation of alogical argument, where
explicit statement of all premises and all reasoning stepsisrequired. In a
logical argument, one might say:

(48) Georgeisat home. Therefore, Georgeisat homeor heisinthelibrary.

Clearly, one of the disjunctsin the conclusion is known to be true in the
context, but the disjunction is allowable in the context of the argument.
Similarly, suppose that one had constructed two independent logical
arguments, one of which led to the conclusion that Jane has a dog, and
the other of which led to the conclusion that Jane has a brown dog. One
could then continue:

(49) Either Jane has adog or she has abrown dog. Therefore, Jane hasa
dog.

Logica arguments are judged only for their validity; statements used in
making them are not required to avoid redundancy. Given that the normal
conversational rules are not in effect, the normal felicity conditions
constraining disjunctive utterances are suspended.

2.4.3. Metalinguistic or

Thereisause of or inwhich it may conjoin clauses one of which entails
the other. Consider, for example:

(50) Henry livesin the South of France, or at least he lives somewherein
Europe.

Notice, first, that eliminating at least from this example renders it
infelicitous, just like the other examples of entailing disjunctions®.
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(51) #Henry livesinthe South of France or helives somewherein Europe.

Even withat least left in, the sentenceis madeinfelicitous by the addition
of either at the beginning of thefirst disjunct:

(52) #Either Henry lives in the South of France or at least he lives
somewherein Europe.

Finally, notice thator can be eliminated from the original example without
any real changein the sense of the string.

(53) Henry livesin the South of France. At least, he lives somewhere in
Europe.

In (53), the expression at |east indicates that the second proposition
is offered as somekind of correction of thefirst. The effect of the string as
awholeisto convey that Henry perhapslivesin the South of France, but
certainly somewherein Europe. The sameistrue of theor sentencein (50).
Or does not appear to make a truth conditional contribution here, as
shown by the fact that we can just aswell do without it. Despiteitsform,
(50) is not a disjunction of propositions, although it has something in
common with true disjunctions. As in true disjunctions, each disjunct
constitutes an answer to the same question. The difference is that one
answer — the second — wholly or partially replaces the first, and hence
there isno constraint on entailment between the disjuncts. Here are some
more examples, these not involving entailment between clauses, which
illustrate the same phenomenon:

(54) Harriet isn’'t coming to the party, or at least she didn’t say she was.
(55) George has got ajob offer, or at least that’s what Harriet told me.

Horn (1985) suggests that in examples like these, or expresses what
he callsmetalinguistic disjunction. Thissuggestionispart of an extended
argument that many natural language operators are “pragmatically
ambiguous” between standard truth functional interpretations and
metalinguistic interpretations. Hisdiscussion centerson negation, which,
he argues, is semantically unambiguous but has an extended
metalinguistic use. In thisuse, negation does not negatethe propositional
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content of the embedded clause, but rather indicates non-acceptance of

some implicature of what issaid, or theform used to expressthat content.

In (56), for example, negation indicates the speaker’ s non-acceptance of

a particular pronunciation. In (57), it indicates non-acceptance of a
particularlocution, and itsassociated implications. (Theexamplesarefrom
Chierchia and McConnell-Ginet 1990:196). Italics indicate intonational

prominence.

(56) | don't like to/mah/toes but to/mey/toes.
(57) No, | didn’t have lunch with the girls. We women ate together.

Horn goes on to suggest that disjunction also has a metalinguistic
use. As with negation, he argues against treating disjunction as
semantically ambiguous. Rather, he says, we should recognize that not all
uses of or are truth functional. Following Du Bois(1974), henotesthat “a
principal source of non-logical disjunction is the phenomenon of
intentional mid-sentencecorrection” (p.151). Thesesel f-correctionsappear
commonly inwritten prose, wherethey have* survived presumably careful
editing,” asin:

(58) | can only very briefly set forth my own view, or rather my general
attitudes. (Sapir, Language)

In their discussion of metalinguistic negation, Chierchia and
McConnell-Ginet suggest that its use may indicate that the speaker is
distancing herself fromthe illocutionary act that would be performed by
utterance of the embedded clause. Metalinguistic disjunction might also
be understood as indicating a relation between illocutionary acts, rather
than arelation between asserted content. Thus, in exampleslike (50) and
(54-55), or perhapsindicatesthat each disjunct isintended to fill the same
“discourseslot.” Or indicates that the two clauses are to be treated in
paraléel, not in sequence. Just asatrue disjunction offers parallel possible
answers to a given question, so metalinguistic disjunction indicates that
two distinct but parallel illocutionary acts are being performed.

In order for or to be understood as metalinguistic disjunction, it must
be accompanied by some qualifying expression. In the examples given so
far, the expression isat least. This expression contributes here whatever
it contributes in the sentence sequence without or. Rather may also
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accompany metalinguistic or, and carries with it a stronger implication
than at least that the second “ disjunct” isacorrection of thefirst:

(59) Harriet isn't coming to the party, or rather she didn’t say she was.
(60) George has got ajob offer, or rather Harriet told me that he has.

Other qualifying expressions are | should say and should | say, asin:

(61) Good afternoon Ms. Brown, or should | say Dr. Brown.
(62) Good afternoon Ms. Brown, or, | should say, Dr. Brown.

Metalinguistic disjunction cannot be used to go from a weaker to a
stronger claim, even though such moves are allowed in sentence
sequences. Compare:

(63) Henry livesin Europe. In fact, he livesin the South of France.
(64) #Henry livesin Europe, or in fact he livesin the South of France.

In (63), the second sentence makes astronger assertion than thefirst. The
second assertion does not replace the first, but adds to it; the assertions
arenotparallel, but serial. Consequently, they cannot bemetalinguistically
disjoined.

Ball (1986) discusses a use of metalinguistic disjunction which she
calls “equivaent or,” exemplified in (65-66). (Ball’s examples 21 and 29.)

(65) You'll need 7-inch (18-cm) and 12-inch (30-cm) skillets or frying pans
(they mean the same thing).
[Farmer, F.M. The Fannie Farmer Cookbook 1984:29]
(66) Created to provide energy for hikers, trail mix or “gorp” has become
an all-purpose snack.
[Fannie Farmer. 1984:72]

In these cases, or conjoins two synonymous terms, one of which is
presumably unfamiliar. Thisismadeexplicitinexample(65). Such examples
need not, though, be treated as distinct from the corrective uses of
metalinguistic or. Both uses extend the truth functional use of or in a
similar way, capitalizing on the fact that in interpreting a disjunction, the
disjuncts are interpreted in parallel, rather than serially. In the case of
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correctiveor, the hearer is to understand that thetwo terms coul d be used
interchangeably, and from this can infer that they are synonymous.

The parallel between metalinguistic negation and metalinguistic
disjunction seems robust. In sentences like (67), if the negation is
interpreted truth-functionally the result is contradictory, and
unacceptable:

(67) Itisn't warmin here. It s stiflingly hot!

Withthenegationunderstood metalinguistically, thesequenceisperfectly
sensible. The sensible interpretation, though, requires the hearer to
attribute to the speaker illocutionary acts other than simple assertion.
Similarly with sentenceslike (68):

(68) Henry livesin the South of France or at |east somewherein Europe.

This can easily be given a sensible interpretation, but only if we
understand the disjunction metalinguistically, and understand that the
speaker intends to execute a correction of some kind.

Metalinguistic disjunction is no doubt subject to felicity conditions
of itsown. The subject matter of thisstudy, though, islogical disjunction,
as used in natural language, and the felicity conditions | have identified
apply to this primary use of or.

2.5. THE EXCLUSVE INTERPRETATION OF OR

One of the apparent discrepancies between Englishor and logical “w” is
the tendency of the former to receive what is often described as an
exclusive interpretation. In the current linguistic literature there is quite
general agreement that exclusivity should be given a pragmatic
explanation. However, the explanation most standardly given, due to
Gazdar (1979), is flawed. In this section, | will review, first, some of the
arguments against a semantic account of the exclusive reading of
disjunction,andwill then present and critique Gazdar’ spragmati c account,
and some variantson it. | will then argue that what we are used to calling
an exclusive reading of the disjunction isreally an exhaustive reading of
each disjunct, and that thisis due to the observation discussed at length
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in this chapter: that disjuncts are interpreted as answers to a question
under discussion.

2.5.1. Critique of the ambiguity account

The exclusive interpretation of digjunction is evident in exampleslike the
following:

(69) Either | will eat dinner at home or I'll eat out with Cleo.

Everyone agrees that for (69) to betrue, at least one of the disjuncts must
betrue. Thereisalso general agreement that a speaker who uses (69) will
usually be understood to imply that at most one of the disjunctsis true.
The hearers of (69) would be surprised to find out later that the speaker
both ate dinner at home and ate out with Cleo. And should they discover
that the speaker intended all along to do both, they will probably feel that
she misled them by uttering (69).

These intuitions led many authors, including Tarski (1941: 21),
Rescher (1964: 178), Massey (1970: 9) and Salmon (1984: 40), to claim that
Englishor issemantically ambiguous. (These citations, and many others,
aregivenin Jennings 1994.) Theclaim isthat or sometimes has the truth
conditions of inclusive disjunction, and sometimes those of exclusive
disjunction. Aninclusive disjunction, aswe haveseen, istrueif and only
if at leastone of the disjunctsistrue; thisdoes not rule out the possibility
of more than one disjunct being true. An exclusive disunction is true if
and only if one and only one disjunct is true. Thus, according to the
ambiguity claim, sentence (69) is sometimes true when both disjuncts are
true, and sometimes false.

The claim that or can be equivalent to exclusive disjunction is based,
of course, ontheintuition that disjunctions are sometimesinterpreted this
way. However, there is evidence that or cannot always be ascribed the
truth conditionsof exclusivedisjunction. First, eveninunembedded cases
like (69), it is not clear that the sentence is strictly false when both
disjuncts are true. Second, there are cases where assigning or the truth
conditions of exclusive disjunction makes clearly incorrect predictions.
Onesuch caseinvolvesdisjunctionsembedded under negation, asin (70):
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(70) I won't eat dinner at home or go out with Cleo. [I’ll go out with you
instead.]

(70) has only oneinterpretation, which can be paraphrased as:
(72) I won't eat dinner at home and | won’t go out with Cleo.

The equivalence between (70) and (71) paralels that of the following
logical equivalence:

(72) =(pwq) / —p&—q

The disjunction in this equivalence is inclusive disunction. If we
substitute for itexclusivedisjunction, representedby “ x,” theequivalence
becomes:

(73) ~(pxq) /7 (-p&-q) W (p& Q).

This is because there are two cases in which (pxq) is false: when both
disjuncts are false, and when both disjuncts are true.

Given (73), if the or in (70) had the truth conditions of exclusive
disjunction, the sentence should be trueif | both eat dinner at home and
go out with Cleo i.e. if both disjuncts are true. This is an obviously
incorrect prediction. So the or here must be equivalent to inclusive
disjunction. Hence, anyone who wishes to maintain that the exclusive
reading of (69) is due to or having the truth conditions of exclusive
disjunction is forced to assume that or is ambiguous between inclusive
and exclusive disjunction. This, though, is an odd kind of ambiguity,
which is apparently sometimes suppressed. (69) might be argued to be
ambiguous between an inclusive and an exclusive reading of or, but (70)
certainly is not. The ambiguity theorist ought therefore to explain why
exclusive or is ruled out under the scope of negation.

The job of the ambiguity theorist is complicated further by
disjunctions of more than two clauses, like (74):

(74) Either | will eat dinner with you, or | will go out with Cleo, or I'll stay
at home.
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An utterance of (74), like (69), would normally imply that (the speaker
believesthat) one and only one of the disjunctsis true. However, if each
of these or’ s were equivalent to X, (74) would be predicted to betruejust
in case either only oneor all three of itsdisjunctsweretrue, aswe can see
by looking at the truth-table in (75).

(79)
P |a |r | (xaxr | px(gx)
T [T |T T T
Fo|T |7 F F
F |F|T T T
T |T |F F F
T |F [T F F
F |T |F T T
T |F |F T T
F |F |F F F

Thus, by treating the or’sinthis sentence as exclusive disjunction, we
predict areading whichthe sentencelacks, andfail to predict theexclusive
reading whichit has, namely, that only one of thedisjunctsistrue. Hence,
the ambiguity theorist would be forced to assume some additional
mechanismto account for the interpretation of multi-clausal disjunctions.

The multipledisjunct case makesclear that what we call theexclusive
reading of disjunctionsis not the assignment toor of the truth conditions
of exclusive disjunction. It is, rather, an inference that only one of the
disjunctsistrue. Alternatively, we could describe it as an inference that
the truth of any disjunct rules out the truth of any other. From this point
on, thisiswhat | will mean by the term “exclusive reading.”

Arguments against the ambiguity view appear inter alia in Cann
(1993), Chierchiaand McConnell-Ginet (1990), Gazdar (1979), Horn (1989),
Levinson (1983), and Pellettier (1977). Barrett and Stenner (1971) and
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Pellettier also point out that examples given to exemplify apparent uses of
semantically exclusivedisjunctionfrequently fail todemonstratewhat they
are supposed to. Most of these authors argue that or is truth-
conditionally equivalent toinclusivedisjunction, and that somepragmatic
account should begiven of thetendency tointerpret disjunctsasmutually
exclusive.

2.5.2. Gazdar’s(1979) account

An often-cited account of the exclusivereading of disjunctionisgiven by
Gazdar (1979). However, a number of authors, including Soames (1982),
Groenendijk and Stokhof (1984) and Horn (1989) have pointed out that
Gazdar’'s explanation is flawed, predicting a stronger inference than is
actually licensed by the premises. In this section, | will present Gazdar’s
account and the objection to it, and will also discuss a modification
suggested by Soames and Horn.

Gazdar derives the exclusive interpretation of or as a scalar
implicature, a notion originally due to Horn (1972). This notion is a
generalization of certain kinds of implicatures generated by the first part
of Grice's Maxim of Quantity:

Quantity |
Make your contribution as informative as is required (for the current
purposes of the exchange).

Scalar implicatures are so called because they involve what Horn and
Gazdar call quantitative scales. These scales are ordered n-tuples of
expressions which have the following property:

Quantitative Scale:

Let Q be an n-tuple of expressions suchthat Q =+e,, e,,...e,;, wheren > 1.
Let §e] be asentence containing the expression e 0 Q, and let Se,,,\ e]
be a sentence just like Se;] except that e isreplaced by the subsequent
element of Q, e,,. Then if Q is a quantitative scale, S[e]] e Je,,;\ e], as
long as g and e, are not within the scope of an operator®.

This says that if you take a sentence S containing some element e of a
guantitative scale, and replace e with the subsequent elementinthescale
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to form S, then Swill entail, but will not be entailed by, S. (So every
element in aquantitative scale is stronger than the element which follows
it.

) According to Gazdar, scalar implicatures are generated as follows:
Take a sentence S as defined in the previous paragraph. S scalar-
quantity-implicates that the speaker knowsthat it is not the case that S.

We now have all the ingredients of Gazdar's derivation of the
exclusivity implicature. First, we note that+and, or, isaquantitative scale:
any sentence of theform A and B entails, but is not entailed by A or B,
assuming or to have the truth conditions of inclusive disjunction. We
then have the following (Gazdar, p.59):

(76)i. AorB.
ii. Speaker knowsthat it is not the case that A and B.
(by scalar implicature)
iii. NOT(AandB) (by entailment fromii)
iv. AorB& NOT(A and B) (= exclusive disjunction)
(fromi andiii)

Gazdar thus claims that A or B scalarly implicates that it is not the case
that A and B because the and sentence is stronger than the or sentence.

Theflaw inthisargument liesin the strength of the scalar implicature
which is generated. Recall our two sentences Sand S, identical except
that where S contains g 0 Q, S contains the weaker expressione,; 0 Q,
and thus Sentails S. Gazdar claims that an utterance of S' (the weaker
sentence) licenses the inference that the speaker knowsthat it is not the
casethat S. Let's represent this as K(—S). Gazdar indicates that this
inferenceis licensed by the Maxim of Quantity, which requires speakers
to make the most informative contribution they can. But this Maxim is
qualified by the requirement to abide by the Maxim of Quality: say only
what you know to be true. Hence, from an utterance of asentence A or B,
the hearer can infer that the speaker isnot in apositionto assertA and B.
This does not mean, though, that the speaker knowsthatAand B isfalse,
but only that she does not know that A and B istruei.e-K(S). Thescalar
implicature crucial to Gazdar’ sargument i sthusstronger thanthat licensed
by Quantity alone.

Itis worth comparing what Gazdar takes to be the scalar implicature
of a disjunction with the clausal implicatures he assumes. The rule for
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clausal implicatures is that if a speaker asserts a sentence S with
constituent f ,and Sentailsneitherf nor=f ,then Sclausal-implicatesthat
the speaker doesnot know thatf and that the speaker doesnot know that
—f 1 =K(f ) and -K (=f ). Following this rule, adisjunction A or B clausal-
implicates that the speaker does not know that A, does not know that not
A, does not know that B and does not know that not B i.e.:

(77) Aor B clausal-implicates =K (A), -K(-A), -K{(B), -K(-B)

Inthiscase, Gazdar doesassumethat what isimplicated ismerely absence
of knowledge. Notice further that in this case we cannot possibly “push
the negation through” in these inferences, and go from, for instance,
-K{(A) to K(=A). If we did, then disjunctions would carry implicatures
inconsistent both with each other and with the asserted content of the
disjunction.

The point made here has been noted by a number of authors.
Groenendijk and Stokhof (1984) note the difference in strength of scalar
and clausal implicatures, and object that the move to the stronger
inference is unmotivated. Levinson (1983: 135), while accepting the
argument given in (76) above, notes that “it equivocates between the
inference... ‘ Speaker doesnot know that [ §" and ‘ Speaker knowsthat not
[S'" He claims that scalar implicatures generally license the stronger
inference, while other Quantity implicatures license only the weaker, and
concludes that “why this should be remains one of the many mysteriesin
this area.” Horn (1989:543 n.5), in his presentation of the derivation of
scalar implicatures, objects to “the institutionalization of the move from
=K (p) (speaker does not know for afact that p...is true) to K-(p) (speaker
knowsthat p ...isnot true).” In the sample derivation that he gives, this
moveislicensed by afurtherassumption onthe part of thehearer that the
speaker has all the information she would need to determine whether or
not pistrue. Soames (1982: 455-6), apparently thefirst to objectin print to
Gazdar’ s scalar implicaturerule, al so pointsout that the M axim of Quantity
licenses only theweaker implicature (-K(p)). Hegoesonto say, likeHorn,
that the stronger implicature, K(-p), isderivable only when the context of
utterance and the content of the assertion justify the presumptionthat the
speaker knows the truth value of p.

Combined with this presumption, the Maxim of Quantity doesindeed
predict that from an utterance of A or B, the hearer may infer that either A
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isfalseor B isfalse. Supposethat the hearer has evidencethat the speaker
knows the truth value of the stronger Aand B. If the speaker knowsA and
B to be true, then she ought to say this, by Quantity. Asshehasnot, she
must know A and B to be false. A and B isfalse just in case either A is
false or B isfalse. Hence, it must be the case that only one of A and B is
true. Thisisthe exclusive interpretation.

One objection to this account of the exclusive reading is that the
situationsinwhich ahearer could | egitimately assumethe speaker to know
the truth value of the conjunction seem rather limited, while the exclusive
interpretation is very common. A more straightforward objection is that
theinference strategy suggested doesnot generalizeto disjunctionswith
more than two disjuncts. However many disjunctsthereare, if weinterpret
thedisjunction exclusively, weinfer that oneand only onedisjunctistrue.
The exclusive interpretation never surfaces as an inference that, say, at
most two of the disjuncts are true. Now, suppose a speaker has uttered a
three-disjunct disjunction, Aor Bor C. We observe that she has chosen
thisform, rather than the stronger Aand B and C . Supposefurther that we
have reason to believe that the speaker knows the truth value of the
stronger proposition. Again, by reason of Quantity, we caninfer that she
knows the stronger proposition to be false. What we caninfer then, isthe
following:

(78) (A orBor C) & —(A and B and C)

But (78) does not entail that only one of A, B and C istrue. It entails
merely that at least oneof A, B and Cisfalse. So thisreasoning still brings
usto aweaker conclusion than is generally reached.

There are six other sentencesisomorphictoA or B or C which lieon
the scale between it and Aand B and C:

(799a Aand(BorC) d (AaxdB)orC
b. Cand(A orB) e (BandC)orA
c. Band(AorC) f. (AandC)orB

Suppose that it is one of these that the hearer believes the speaker to
know to be false. Could thisassumption in any case lead to the inference
that only oneof A, B and C istrue?
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Theanswer againisno. Any of (79a-c) can berenderedfalseby virtue
of only one of their constituent clauses being false. So if we take the
utterance of A or B or C as evidence of the falsehood of one of these
sentences, we still cannot infer that only one of the three propositionsis
true.

All of (79d-f) can be rendered false only if at least two of their
constituents are false. However, a speaker who knew one of these to be
falsewould bein aposition to make astronger assertionthanAor B or C.
For instance, anyone who knew that (some instance of ) (79d) was false
would have to know that C was false. If she then said Aor B or C, she
would generally be in violation of Quantity, as she could have said =C
and (A or B), which is more informative. The same argument holds,
mutatis mutandis, for (79e-f). Hence, none of these could form the basi s of
aGricean argument from an utterance of Aor Bor C to theconclusionthat
only oneof A, B and Cistrue.

Applied to atwo-disjunct disjunction, the kind of Gricean argument
proposed by Horn and by Soames does lead, validly, to the conclusion
that only onedisjunctistrue. Perhaps, in thetwo disjunct case, and where
al the necessary assumptions can be made, this is the reasoning that
underliestheexclusiveinterpretation. But theexclusiveinterpretation also
arisesin multiple disjunct cases, where it cannot be licensed by the same
kind of reasoning. So some other account is needed for these cases.

2.5.3. Exclusivity from exhaustiveness

L et me begin by reviewing some well known effects of thefirst part of the
Maxim of Quantity. Suppose you ask me:

(80) Where did Jane go for her vacation?
and | reply:
(81) Sweden.

You will most likely understand me to mean that, to the best of my
knowledge, Sweden was the only place Jane went. Grice's Maxim of
Quantity provides an explanation for this. As acooperative participant in
this exchange, | should giveyou all theinformation which | havewhichis
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relevant to the purposes of the exchange. If | know that Jane went to
Sweden and also somewhere else, | should tell you. As| didn’t, you can
assume that as far as | know, Jane went only to Sweden. What is more,
becausel know that you will make this assumption, then, if | am lessthan
certain that Sweden was the only place Jane went, | should say so. Now,
if you later find out that Jane went to both Sweden and Greenland, you
will conclude one of twothings: either | didn’t have completeinformation,
or | was, for some reason, not being asinformative as | could have been,
and so was misleading you. Youwon't, | think, conclude that what | said
was false. | said that Jane went to Sweden, and indeed she did.

Now, suppose that when you asked meyour question, | wasn’t quite
sure where Jane had been, and replied:

(82) I"'m not sure. Either Sweden or Greenland.

Y ou are now most likely to understand me to mean that either Jane went
to Sweden and not to Greenland, or that shewent to Greenland and not to
Sweden. In other words, you will interpret the disjunction exclusively.
Again, shouldyoulater find out that in fact Jane went to both Sweden and
Greenland, | think youwill hold what | saidto bestrictly true, but will think
that | was either not fully informed, or was being intentional ly misleading.

Much of this chapter has been concerned with establishing the
relation between disjuncts and answers. | have shown that in order for a
disjunction to befelicitous, it must be possible to interpret each disjunct
as apossible answer to asingle question. If adisjunctionisusedtolista
series of possible answersto a question, it seems reasonable to assume
that each potential answer must in fact satisfy just the same requirements
as an actual answer would haveto, in particular, the requirement that it be
maximally informative. In my reply to your question, | have offered two
possible answers. Oneis“Jane went to Sweden,” and the other is “Jane
went to Greenland.” By Quantity, you can assumethat thefirst answer is
equivalent to “Jane went to Sweden and nowhere else,” and that the
secondisequivalentto” Janewent to Greenland and nowhereelse.” Given
thisinterpretation of each disjunct, you are forced to understand that the
truth of either one excludesthetruth of the other, not because you assign
to or thetruth conditions of exclusivedisjunction, but simply becausethe
two disjuncts, under the given interpretation, are incompatible®.
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Now, suppose | do think it possible that Jane went to both Sweden
and Greenland. Then, by Quantity, | should say so. In order to add this
information, should | haveit, | would say:

(83) Sweden or Greenland, or both.

Note that both is given as an additional disjunct, that is, as an additional
aternative, or an additional possibly correct answer to the question asked.
This contrasts with the response:

(84) Sweden or Greenland, but not both.

Not both is added as a conjunct, that is, as afurther piece of information
distinct from the disjunction.

One might wonder why it would ever be necessary to add but not
both, if the disjuncts are always interpreted as | have suggested. | think
that the added conjunct servesto reinforce, by explicit assertion, what is
otherwise there only by implicature. Thisis not uncommon. Consider:

(85) | can take three people in my car, but not more.
(86) | have visited some, but not all, of the major capitals of the world.
(87) Jane turned up for the meeting, but no-one else did.

Noticethat in all of these examples, the conjunction usedisbut, just asin
(84).

If exclusivity is indeed a function of completeness, then in any
context in which completeness of information is not expected, disjuncts
should not beunderstood exclusively. Thisseemsto bethe case. Suppose
| am telling you about my plan to go somewhere possibly dangerous.
Concerned about my safety, you say that you hope | will haveat |east one
person with me. | reply:

(88) Oh, yes, Jane will come with mefor sure.
This doesn’t seem to exclude the possibility that other people will come

with me too. The point of my response is not to give you complete
information about who is coming with me, but merely to assure you that



Disjunctive Sentencesin Discourse 75

| will not be alone. The Maxim of Quantity does not, in this case, demand
completeness of information. Similarly, if | reply:

(89) Oh, yes, Jane or George will come with me for sure.

| don’t imply that Jane and no one else or George and no one else will
come with me. The reason, | think, is the same. The question did not
demand an exhaustive answer, and so the disjuncts are not interpreted
exhaustively®.

Here, | have relied on an intuitive appreciation of when a question
requires an exhaustive answer and when not. Eventually, we will want a
developed theory of when and why questions demand exhaustive
answers. The point | wish to make here is that there is a correlation
between the requirement of exhaustivity, and the interpretation of a
disjunction as exclusive.

Groenendijk and Stokhof (1984) giveasimilar account of theexclusive
reading of disjunction. Their account differs from mine in a crucia
particular: while | have suggested that each disjunct is interpreted
pragmetically as exhausting a given option, they argue that this
interpretation is part of the semantics. Their account is part of a general
theory of linguistic questions and answers. One observation which they
wish to account for is the observation made above, that in the context of
a question, a sentence is generally interpreted as giving a complete
specification of the answer. Thus, for instance, in the context of (80), (81)
isinterpreted as (814). (I repeat the examples here.)

(80) Where did Jane go for her vacation?
(81) Sweden.
(81a)  Janewent to Sweden and nowhere else.

| have suggested that this observation isbest accounted for asa Gricean
effect. On this view, (81) and (81a) are truth conditionally distinct.
Groenendijk and Stokhof, however, choose to account for this
semantically,thatis, they assignto (81) thetruth conditionsof (81a). They
accomplish this using a semantic function which they call
exhaustivization, and represent asexh. exhisafunctionwhich appliesto
a set of setsand gives back the smallest member of that set. It can thusbe
applied to anything which denotes a set of sets. Asan example, consider
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the generalized quantifier interpretation of proper names, under which
names denote sets of sets of individuals. So, for instance:

(90) Jane ==>?P[P(j)] = {X :jane0 X}

Application of the exhaustivization function to this set gives back the unit
set of the set containing Jane.

What isrelevant for our purposes here is that the exhaustified form
of adisjunction isaways the disjunction of the exhaustified form of each
disiunct. Thus, in the context of (80), (91) isinterpreted asin (92):

(91) Jane went to Sweden or Greenland
(92 Jane went to exh(Sweden) w exh(Greenland)

Just as| have proposed, the disjunction isunderstood exclusively, in the
sensethat thetwo disjunctsare understood as mutual ly incompatible. For
Groenendijk and Stokhof, though, thisinterpretation is truth conditional.
If itisin fact the case that Jane went to both Sweden and Greenland, then
what | said will beliterally false on their account.

Groenendijk and Stokhof themsel vesnotethat answersarenot always
interpreted as exhaustive, and they assume that pragmatic factors are
responsible for determining when they are so interpreted, and when not.
They propose that where the context indicates that complete information
iS not expected or required, a sentence serving as an answer receivesits
usual, unstrengthened interpretation. In other words, hearers must use
pragmatic inferences to determine whether or not the semantic
interpretation of an answer should includethe exhaustivization operation.
This seems somewhat redundant. The semantic account needs all of the
elements of the pragmatic account, but does not seem to make any
welcome predictions which are not made by the pragmatic account.
Moreover, the exhaustive inference has some of the hallmarks of
implicature: it can bereinforced without redundancy and defeated without
contradiction, asin (93) and (94):

(93) Jane went to Sweden and nowhere el se.
(94) Jane went to Sweden and perhaps somewhere el se.

These are properties which distinguish implicatures from entailments.
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I will continue to assume that the pragmatic account of
exhaustiveness is correct. But whether exhaustiveness is treated as a
product of semantics or of pragmatics, the fundamental ideais the same:
disjunctions are interpreted exclusively becausedisjunctsareinterpreted
exhaustively. Interpreted in this way, they are necessarily mutually
exclusive, and so the truth of one excludes the truth of any other.

2.5.4. Exclusivity from alternativeness

Another sourceof the exclusivereading of disjunctionsistheassumption
that disjunctionsmeet their felicity conditions: that each disjunct provides
an answer to the same question, and that the answers are distinct in the
sense discussed above.

Consider (95) (due to Barbara Partee, p.c.):

(95) Either Janeisworking or she'sin thelibrary.

Given this disjunction out of the blue, we undoubtedly infer fromit that it
is not the case that Jane is working in the library. In other words, we
interpret the disjunction exclusively. Moreover, we would tend to infer
furtherfromthisthat it isgenerally the case that Jane does not work inthe
library.Butitisn’t clear how exhaustiveness applies here. Evenif thefirst
disjunctisinterpreted as* Janeisworking and doing nothing el se,” it does
not rule out the possibility of her being in thelibrary.

Consider, though, the questions which this disjunction could most
obviously be usedto address. Oneis“What isJanedoing?’ and theother
is“Whereis Jane?’ Supposethat the disjunction is intended to give an
answer to thefirst of these. Then it must be the case that Jane’s beingin
the library entails that she is doing something in particular (or at least
excludes some possibilities). But if it entailsthat she is working, then the
information conveyed by the second disjunct would be identical to that
conveyed by thefirst with respect to the question under discussion. This
would incur a violation of Simplicity, and render the disjunction
infelicitous. Hence, if the disunction is to be an acceptable answer to
“What is Janedoing?’ it must bethe casethat where Janeworksisnot the
library.

Similarly, if the disjunction is to provide an answer to the question
“WhereisJane?’ it must be the case that Jane’ sworking entailsthat she
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isin aparticular place, or excludes some possibilities. But if it entailsthat
sheisin the library, then again, the disjunction would be in violation of
Simplicity. Consequently, for the disjunction to constitute an acceptable
answer to either of the two questionsit could most obviously be used to
answer, it must be the case that Jane does not work in thelibrary.

Thus, the exclusive reading of this disjunction appears to be a
consequence of the fact that the two questions we have considered are
the most obvious candidates for questions which the disjunction would
be used to answer. Evidence for thisis provided by the observation that
in the context of other questions, the disjunction isless likely to be read
as exclusive. For example, offered in answer to the question:

(96) Why isn’t Jane answering her telephone?

our disjunction does not seem to imply that Jane is not working in the
library.

25.5. Summary

What emerges from this discussion is that the exclusive reading of
disjunctions may have different sourcesin different cases. Thereasoning
suggested by Soamesand Hornisvalid for the two disjunct case, aslong
as it can indeed be assumed that the speaker knowsthe truth value of the
stronger assertion. However, inany caseinwhichdisjunctsareinterpreted
as exhaustive answers, this reasoning will be redundant, asthe disjuncts
will simply beinterpreted as mutually exclusive. In cases like (95) above,
the exclusivity inferenceis motivated by the assumption that the speaker
is not violating Simplicity, which requires the digjuncts to be differently
informative with respect to someissue. But in no case doesthe exclusive
interpretation arise from assigning toor the truth conditions of exclusive
disjunction”.
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2.6. CONCLUSION

In this chapter, | have identified a number of conditions which
disjunctions must satisfy in order to meet general Gricean requirementsof
informativity. First, I’ve shown that it must be possible to identify a
guestion to which each disjunct providesapossible answer. Theanswers
offered by thedisjunctsmust be differently informativewith respect tothe
guestion. Thisrulesout entailing disjuncts. It also rules out non-entailing
disjuncts where the answer provided by one disjunct entails the answer
provided by another. In addition, I’ve shown that each disjunct must
contributeto the overall informativity of the disjunction. No disjunct may
be either entailed by orinconsistent with thecontextinwhichitisuttered.

In the chaptersthat follow, | will continue to makereferenceto these
felicity conditions. | will show that once we assume that interpretation is
constrained by felicity, much of the behavior of disjunction with respect
to presupposition projection and cross-clausal anaphoracan beexplained
without attributing to or any semantic complexity.
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NOTES

1. Hurford infact claimsthat “thejoining of two sentences by or is
unacceptable if one sentence entails the other; otherwise, theuseof or is
acceptable.” Aswe have already seen, this biconditional formulation of

the generalization istoo strong.
2. As discussed in Chapter One, Stalnaker’'s model makes no

provision for belief revision.

3.  Thisgeneralizationholdsaslongasthenormal intonation pattern
of adisjunctive assertionismaintained. If somewhereisgivenfocal stress
and therest of the second disjunct is given rising intonation (something
like question intonation), then at least can be omitted.

4.  Thedefinition is actually alittle more complicated than this, to

deal with embedded clauses, but we can set this aside here.
5.  Barrett and Stenner (1971) and Pellettier (1977) both make the

point that we should not confuse disjunctive sentences in which the
disjuncts are incompatible with disjunctions which are interpreted as
exclusive disjunction.

6. Thisexample came up in conversation with Ed Gettier.

7. Just for therecord, note that Grice himself does not discuss the
exclusiveinterpretation of or. Heis concerned, inFurther Noteson Logic
and Conver sation, with adifferent purported ambiguity of or, between a
truth functional and a*“ strong” non-truth functional meaning.
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CHAPTER THREE

Presupposition Projection

3.1. INTRODUCTION
3.1.1. TheBasic Question

| introduced the notion of presupposition, and the related question of
presupposition projection, in Chapter One. Let me begin by reviewing
these notions. The view of presupposition | adopt is the pragmatic view
advocated by Stalnaker. On thisview, to say that aspeaker presupposes
aproposition p isto say that a speaker is disposedto actin her linguistic
behaviorasif piscommonly assumed by all participantsin the discourse.
A sentence presupposes p if utterance of that sentence by a speaker
would normally beinappropriate unlessthe speaker presupposed p, inthe
sensejust defined. As we can assume that speakers generally intend to
speak appropriately, we can say that a sentence presupposes p if its
utterance by a speaker indicates that the speaker presupposes p.

The question of presupposition projection arises from the
observation that complex sentences often, but not always, presuppose
whatever would be presupposed by their constituent clauses, if those
clauses were uttered in isolation. Adopting some terminology from Van
der Sandt (1988), let’ suse the term elementary presuppositionsfor those
presuppositionsthat asimpleclauseusually haswhen utteredinisolation.
When the elementary presuppositions of the constituents of a complex
sentence are also presuppositions of the complex sentenceitself, we say
that the presuppositions are projected to the complex sentence, or are

8l
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inherited by it. For example, the sentence in (1) has as an elementary
presupposition the proposition that Jane has a sister, and this
presupposition projects to the disjunctionsin (2) and (3), of which (1) is
aconstituent.

D Jane'ssister livesin Seneca Falls.
2 Either Jane’ ssister livesin SenecaFalls, or Harriet does.
3 Either Harriet livesin Seneca Falls, or Jane’ s sister does.

This observation might lead us to conclude that a disjunction simply
inherits the elementary presupposition of its disjuncts. However, thisis
not alwaysthe case. (4) and (5) also have asan elementary presupposition
the proposition that Jane has a sister, but in these cases, the
presupposition is not inherited by the disjunction as awhole.

4 Either Jane has no sister, or her sister livesin SenecaFalls.
(5) Either Jane' s sister livesin SenecaFalls, or she has no sister.

The question with which this chapter will be concerned is just when a
disjunctioninheritsthe elementary presuppositions of itsdisjuncts, when
it does not, and why.

3.1.2. TheTheoretical | ssues

As | discussed in Chapter One (section 1.2.), Stalnaker (1973) offered a
smple account of the pattern of presupposition projection in
conjunctions, using hisown model of presupposition and assertion. This
account then served as the basis for ageneral account of presupposition
projection proposed by Heim (1983), and developed in particular by
Beaver (1995a). Heim's proposal is that patterns of presupposition
proj ection and non-projection in complex sentences are aconsequence of
the particular context update procedurerequired by the complex sentence.
Theaccount thusrelieson stating an update procedure, or context change
potential (CCP), for sentences of arbitrary complexity. (See Chapter One,
section 1.3.2.3., for presentation of the notion of CCP.)

| begin thetheoretical discussionin thischapter by discussing these
CCP-based accounts in detail (section 3.3). | focus on two definitions for
the CCP of disjunction that have been made in the literature, and show
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that neither of them sufficesto account for the projection data. | will argue,
in fact, that the presupposition properties of disjunction cannot be
accounted for in parallel fashion to those of conjunction. This argument
supportsaclaim originally put forward by Soames (1989).

The question then remains whether one can account for the
projection properties of disjunction within a Stalnakerian framework in a
way which meets the desiderata Stalnaker proposed, these being that the
account be given “in terms of general maxims of rational communication
rather than in terms of complicated and ad hoc hypotheses about the
semantics of particular wordsand particul ar kindsof constructions” (1974:
198). | will argue that such an account can be given. Indeed, an account
of this kind has already been proposed, by Van der Sandt (1992). The
account | will defend isa®translation” into the Stalnakerian framework of
the Van der Sandtian account.

In section 3.4. | set out the various component pieces of the account.
The first piece is the idea that the projection of elementary
presuppositions is to some extent determined by general conversational
principles. This idea was first incorporated into an account of
presupposition projection by Gazdar (1979), who developed a
“cancellation” theory of presupposition projection, according to which
elementary presuppositions are canceled if they conflict with a
conversational implicature. | begin section 3.4. with areview of Gazdar's
theory.

The second component of the account is an extension of theoriginal
notion of accommodation. Originally, accommodation was conceived as
amodification of the context to which the content of an assertionisto be
added. Heim (1983b) dubs this procedure global accommodation. But as
Heim points out, once context update is understood as an incremental
procedure, the possibility arises of modifying just the immediate context
to which a constituent of acomplex clause is added, aprocesswhich she
cdls local accommodation. Van der Sandt shows how the kinds of
principles which, in Gazdar’ stheory, lead to presupposition cancellation,
can be seen as constraining accommodation, sometimes forcing
accommodation to belocal. Thiswill be a crucial element of the proposal
| will defend.

Thefirst step, though, isto describein more detail thefactswhich are
to be accounted for.
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3.2. THEDATA

To talk about presupposition projection, we must first identify a set of
presupposition triggers, and the presuppositions to whichthey giverise.
Here, | will adopt some standard assumptions. In (PT), | list the
presupposition triggers which | will use in my examples, illustrating the
kinds of presupposition | assumethey giveriseto.

(PT) Presupposition Triggers

Definite descriptions
6) My cat has got out.
Presupposes. speaker has a cat

Factive verbs

@ | know that it israining
Presupposes: it israining.

Clefts
(8) It was acat that got out.
Presupposes: something got out

In my examples, | will also often use proper names. These, perhaps, carry
a presupposition that there is an individual who bears that name, but |
shall ignore this presupposition.

| have already illustrated the basic pattern of presupposition
projection in disjunctions. In the basic case, aclausal disjunctioninherits
the elementary presuppositionsof all of itsdisjuncts. For example, (9) and
(20) eachinherit the elementary presupposition of the clauseJane’ ssister
livesin Seneca Falls, and (11) inheritsthe elementary presuppositions of
both of its disjuncts.

9) Either Jane’ s sister livesin SenecaFalls, or Harriet does.
(10) Either Harriet livesin Seneca Falls, or Jane’ s sister does.
Presuppose: Jane has a sister

(12) Either Maud’ s cat has got out, or she is hiding from Henry’ s dog.
Presupposes: Maud has a cat and Henry has a dog.
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However, as we've seen, elementary presuppositions do not always
project. If an elementary presupposition of some disjunctisincompatible
withthe content of another disjunct, that elementary presupposition does
not project. For example, the second disjunct of (12) presupposes that
Jane has siblings. This proposition, though, is incompatible with the
content of thefirst disjunct, the proposition that Jane isan only child. In
this case, the presupposition does not project, that is, (12) aswhole does
not presuppose that Jane has siblings. The sameistrue of (13), which is
identical to (12) except that the order of the disjunctsis reversed. (14-15)
illustrate the same point, with a different presupposition.

(12) Either Janeisan only child, or she dislikes her siblings.
(13) Either Jane dislikes her siblings, or sheisan only child.
No presuppositions

(14) Either no one understood that paper, or it was George who did.
(15) Either it was George who understood that paper, or no one did.

No presuppositions

There is a second case in which the elementary presuppositions of
disjunctionsfail to project. Thisiswhen the presuppositions themselves
areincompatible, asillustrated in (16)*:

(16) Either George regrets telling the truth, or he has discovered that he
inadvertently lied.

Thefirst disjunct of (16) presupposes that Georgetold the truth, and the
second that he lied. Neither presupposition projects.

There has been some debate as to whether the presupposition does
or doesnot project inexampleslike(13) and (15), wherethe“incompatible’
disjunct follows the presupposing disjunct. Karttunen (1973a) rejected
such examples as ungrammatical, and the projection rules which he
formulated for disunction in that paper were asymmetric, predicting
felicitous non-projection only when the second disjunct is presupposing.
Soames (1979) countered this claim, and since then, it has been generally
assumed in the literature (including by Karttunen himself, in later work)
that the projection properties of digunction are symmetric: whether it is
the first or the second disjunct which bears the presupposition, the
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presupposition will not project if it isincompatible with the content of the
other disjunct.

The symmetry of disjunction contrasts with the asymmetry of the
projection behavior of other connectives. Consider, for instance,
conjunction. In aconjunction [A and B], any presupposition of B which
isentailed by A will fail to project, asillustrated by (17):

(17) Jane visited George, but he has forgotten that she visited.

If the order isreversed, and the second conjunct entails a presupposition
of thefirst, the result isinfelicitous®

(18) #George has forgotten that Jane visited him, but she visited him.

Sentence concatenation works in the same way. If we concatenate the
clausesin (17) and (18), leaving out the connective, the “forwards’ case
is fine, with no presupposition projection, but the “backwards” case is
infelicitous. There is thus a clear contrast between the asymmetric
projection behavior of conjunction and sentence concatenation, and the
symmetric behavior of disjunction.

Theobservationthat order isirrelevant to the projection factsapplies
al so to disjunctions of morethan two clauses. Neither (19) nor (20) inherit
the presupposition that Jane has a car:

(19) Either Jane doesn’t have a car any more, or her car isin the shop, or
shelent her car to her mother this weekend.

(20) Either Jane has lent her car to her mother this weekend, or her car is
in the shop, or she doesn’t actually have a car any more.

There is, though, one class of examples where the order of the
disjuncts seems to make a difference. These are examples involving the
presupposition triggerswhich Kripke (ms) hasargued to be anaphoric:too
and again. For instance, many speakers find (22) somewhat odd as
compared with (21):

(21) Either we won't invite Henry, or we'll invite George too.
(22) 7Either we'll invite George too, or we won't invite Henry.
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Standardly, the sentence we'll invite George too would be taken to
presuppose that we are going to invite someone (from some salient
domain) other than George. Kripke suggests (simplifying somewhat) that
the presupposition of this sentenceis correctly characterized as* George
isdistinct from a,” where a is some previously mentioned individual. Too
isthus anaphoric in that it requires an antecedent expression to provide
avauefor a.

If this were so, we would expect to find a parallel between this case
and the standard case of pronominal anaphoraacrossdisjunction. Thisis
indeed the case. A pronoun in one disjunct can easily be co-referential
with a proper name in a preceding disjunct, but co-reference is harder
when the order of pronoun and antecedent isswitched. Thisisillustrated
in (23)-(24).

(23) Either George dislikes Cleo or heis afraid of her.
(24) ?Either he dislikes her, or George is afraid of Cleo.

(24) would befineif George and Cleo were already under discussion, but
somewhat hard to process if this were the first mention of them in the
discourse. The sameistrue of (22).

Giventhat “backwards” anaphoraisquitehighly constrained, itisnot
surprising that (24) issomewhat infelicitous. Similarly, if too hasanaphoric
properties, as Kripke suggests, then it is not surprising that it prefers to
occur following its antecedent. But the behavior of too should not
obscure the observation that presupposition projectionindisjunctionis,
in general, symmetric, and contrasts sharply with the behavior of
conjunction. So, following the earlier literature on presupposition
projection (Gazdar (1979), Karttunen and Peters (1979), Soames (1979,
1982)), | hold that an adequate treatment of the projection properties of
disjunction must predict that order isirrelevant.
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3.3. THE GSATISFACTION ACCOUNT OF PRESUPPOSITION
PROJECTION

3.3.1. Basicsof the Satisfaction Account

Recall from Chapter One, section 1.2, the explanation that Stalnaker (1973)
offersfor the projection propertiesof conjunction. Supposethat aspeaker
asserts (25).

(25) Jane visited George but he forgot that she visited him.

To update a context with (25), hearerswill first updatethe context with the
content of the first conjunct, Jane visited George, and only then
incorporate the content of the second. Now ordinarily, a hearer who
encountered the sentence George forgot that Jane visited himout of the
blue would take the speaker to presuppose that Jane visited George, that
is, to take this proposition to be in the context. But in this case, the
speaker has gone to the trouble to introduce the proposition into the
context, by making it the first conjunct. Therefore, there is reason to
believe that the speaker did not take the proposition to be in the starting
context.

In Heim's CCP framework, this kind of account is formalized and
extended to all standard cases of non-projection. In thisframework, aswe
have seen, sentencesare assigned acontext changepotential, or CCP. The
CCP is a function from contexts to contexts, defined recursively for
complex sentences on the basis of the CCPs of the constituent clauses.
Presuppositional requirements are captured by treating presuppositions
as definedness conditions on update functions, which constrain the
contexts to which the CCP of a presupposing sentence can successfully
be applied. For any sentence S and context ¢, c+S (the result of updating
cwithS) isdefined only if any presuppositionsof Saretrueat every world
inc. In other words, ¢ must always entail the presuppositions of S. | will
say, inthis case, that c satisfies the presuppositions of S.

Becausethe CCPsof complex expressionsaredefined recursively, the
definedness of the overall update operation will depend on the
definedness of each of the intermediate updates. (It is assumed that
undefinedness of any intermediate update resultsin undefinedness of the
operation as a whole. This is reminiscent of the treatment of
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undefinedness in the weak Kleene logic, where, if any constituent of a
complex sentence is undefined, so is the complex sentence itself,
regardless of the truth values of other constituents.) These recursive
definitions also have the effect that the presuppositional conditions of a
constituent clause may be satisfied in its local context without being
satisfied in the starting context to which the complex sentenceasawhole
isadded. It iswhen this happens that elementary presuppositions fail to
project.

As illustration of the framework, let’s see how Stalnaker’s informal
explanation of the projection properties of conjunctionisexpressedinthe
CCP framework. The CCP schema for conjunctive sentencesis given in
(26):

(26) c+[A and B] = [c+A]+B

What (26) saysisthat in order to update acontext ¢ with asentence of the
form A and B, first apply the CCP of A to ¢, and then apply the CCP of B
to the result of thefirst operation. Now, because the CCP of A, the first
conjunct, applies to ¢, c must satisfy A’s presuppositional requirements,
that is, it must entail any presuppositions of A. But the CCP of B applies
to [c+A]. So it is not ¢, but [c+A], which is required to entail the
presuppositions of the second conjunct, B.

Now, consider example (27). Intuitively, the conjunction as awhole

inherits the presupposition of the second conjunct, that Jane hassiblings.
(27) Jane gets along with her parents, but she dislikes her siblings.

Letting A be the first disjunct, and B the second, [c+A] will be defined
only if c entails that Jane has parents. [c+A]+B will be defined only if
[c+A] entails that Jane has siblings. As the content of A says nothing
about whether or not Jane has siblings, this condition will be satisfied
only if citself entail sthat Jane hassiblings. So the definednessconditions
of B (indirectly) impose a condition on c.

Now, compare (27) with (28), which intuitively does not inherit the
presupposition of the second conjunct.

(28) Jane has a brother and a sister, but she dislikes her siblings.
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The first conjunct of (28) has no presuppositions, so its CCP imposes ho
presuppositional requirements on c. [c+A]+B is again defined only if
[c+A] entails that Jane has siblings. But given that A itself entails that
Jane has siblings, thiscondition will be satisfied for any c. Sointhiscase,
B imposes no condition on c. Its presuppositional requirements are
satisfied in the local context to which its CCP applies by virtue of the
content of the first conjunct.

Presupposition projectionisthusunderstood asthe casein which an
update operation is defined relative to c only if c itself satisfies the
presuppositional requirement. Non-projection is understood to occur
when the presuppositional requirement is met locally without being met
globally. In conjunctions, this situation comes about when the first
conjunct contextually entailsthe presupposition of the next, and isdueto
the interaction of the recursive CCP and the content of thefirst conjunct.
If it is assumed that this mechanism of local satisfaction is what is
generaly responsible for projection failure, then CCPs must be
constructed in such away asto ensure that in just those casesin which
a presupposition fails to project, it is locally satisfied by virtue of the
recursive definition. This is the strategy used in the two accounts |
discussin the next section.

3.3.2. CCPsfor digunction

The basic intuition underlying the CCPsfor disjunctionisthat sentences
like (29) are interpreted asin (30):

(29) Either Janeisn’'t here, or George knows that sheis.
(30) Either Janeisn’t here, or sheis here and George knows that sheis.

(29) hastheform A or B. (30) hastheform A or [-A and B] . The two are
truth-conditionally equivalent. But whereas the second disjunct of (29)
bears a presupposition, the second disjunct of (30) does not. For the
second disjunct of (30) isaconjunction whosefirst conjunct entails the
presupposition of the second and so, by virtue of the projection
properties of conjunction, the disunct as a whole bears no
presupposition.
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This intuition is spelled out formally in several different proposals.
Abstracting away from details of the variousframeworks, these proposals
can betranslated into the terms of the basic CCP framework asfollows:

@Bnc+[AorB]=[c+A]c[c+-A]+B
(32 c+[AorB] =c+-[-A & -B]

(31) isa“trandlation” of proposals due to Roberts (1989) and Kamp and
Reyle (1993). Both of these proposalswere originally madeto account for
anaphora across disjunction, and not for presupposition projection.
Nonetheless, the claims which are made point towards a satisfaction
account of presupposition projection, so it isworth seeing how well the
proposalsfarein this respect. | will reconsider them with respect to the
anaphora datain Chapter Four.

(32) is used in Beaver (1995a and elsewhere) as part of an explicit
satisfaction account of presupposition projection in a CCP framework. It
is also proposed by Groenendijk and Stokhof (1990) as one of three
definitions for the semantics of disjunction in Dynamic Montague
Grammar.

It will be useful to have names for each of the CCPs, for later ease of
reference. Inthe CCPin (31), the second disjunct issupplemented with the
negation of thefirst, so | will call thisthesupplemented disjunct proposal.
The CCPin (32) capitalizeson thelogical equivalencebetween[AwB] and
-[-A&-B], so | will call it thelogical equivalence proposal.

Both of these proposal s define the update procedure for disjunction
in terms of the update procedures for conjunction and negation, so we
need first to know what these procedures are. The CCP for conjunction,
which | introduced above, isrepeated in (33), and the CCPfor negationis
givenin (34):

(33) c+[A and B] =[c+A]+B
(34) c+-S=c[ct+]

(34) saysthat to update a context with a negated sentence =S, calculate
c+S(i.e. c1S) and then remove (subtract) all of theworldsin this set from
C.
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We can now use (33) and (34) to spell out the definitionsin (31) and
(32). Inthefinal step of each calculation, look for theformulain bold print
which immediately precedes “+A” and “+B”. This will show you which
context is the local context for each disjunct, and thus which context is
required to satisfy the presuppositions of each disjunct.

(31) c+[AorB]=[c+A]c[c+-A]+B
= [c+A]c]c[c+A]] +B]

(32) c+[AorB]=c+-[-A & -B]
c-[cH[-A & -B]]

c- [[c+A+8]

c- [[c-[c+A]]+-B]

c- [[c[c+A]] - [[c-[c+All+B]]

In both cases, thelocal context for A, thefirst disjunct, isjust citself. The
local context for B is, in both cases, [c-[c+A]], which is the result of
eliminating from c any worldsat which A istrue: moresimply, theresult of
updating ¢ with the negation of A. Both CCPs thus make the same
predictions:that any presuppositionsin A will alwaysimpose constraints
on the global context, and so will project, but the presuppositions of B
impose constraints on [c+-A]. So if —A entails any presupposition of B,
that presupposition will place no constraints on c itself, and the
presupposition will not project.

It will be immediately obvious that there is a discrepancy between
thesepredictionsand theclaims| madeinthedatasection. There, | argued
that the projection properties of disjunction are symmetric. These CCPs,
though, are asymmetric. There are various other empirical difficultiestoo.
I'll address these in the following sections. Throughout these
discussions, we will also want to keep in mind the question of what it
means to assign these CCPs to disjunctive sentences. | will turn to this
guestion at the end of the section.
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3.3.3. Critique
3.3.3.1. Symmetry

Both the supplemented disjunct and thelogical equival enceproposalsare
inherently asymmetric. Both construct a local context for the second
disjunct which includes the negation of thefirst, but not vice versa. Note
that the conjunction which appears in thelogical equivalenceproposal is
treated dynamically, and soisnot commutative. Giventheassumptionthat
presuppositionsfail to project just in case they are satisfied in their local
context, these analyses predict that in a two disjunct disjunction, any
presupposition of the second disjunct will fail to project if itisentailed by
the negation of the first disjunct. But they predict that any
presuppositions of the first disjunct must always be satisfied by the
starting context, and therefore will always project. The prediction isthus
that the projection properties of disjunction are asymmetric, or
unidirectional, in contrast to what is actually observed.

Is there some way to modify these CCPs to make them symmetric?
We could modify the supplemented disjunct CCP by conjoining the
negation of the second disjunct with the content of the first, as follows:

(35) Symmetric supplemented disjunct CCP
c+[A or B] =[[c+-B]+A] c [[c+-A]+B]
= [[c-[c+B]]+ A] c [[c-[c+A]] + B]

But notice that now ¢ constitutes the local context for each disjunct at
some point in the derivation. (Note where ¢ appears in boldface.) This
CCPwould thuspredict, incorrectly, that the starting context must always
satisfy thepresuppositionsof both disjuncts. Thisdefinitionissymmetric,
but it does not make the correct predictions.

The obvious way to make the logical equivalence CCP symmetric is
asfollows:

(36) Symmetric Logical Equivalence CCP
c+[AorB]=c+-[-A & -B]cc+-[-B & -A]
= c{[c[c+A]]-[[c-[c+A]]+B]] ¢ c-[[c-[c+B]]-[[c-[c+B]]+A]]

But this suffers from just the same problem as the symmetric
supplemented disjunct CCP: both A and B are, at some point, added
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directly to c. Thereason wekeep encountering thisproblemissimple. The
basic ideais that each disjunct is added to a context which includes the
negation of the other. But given the CCP for negation, calculating this
requires cal culating the result of adding that other disjunct to the starting
context. If we do thiswith both disjuncts, we end up requiring that each
disjunct be added to the starting context at some point. The only way
around this would be to change the update procedure for negation. But
the CCP given here for negationisnot arbitrary. It capturesthe projection
properties of negated sentences, which standardly inherit the elementary
presuppositions of the clause embedded under the negation. And it is
precisely this property of negated sentences which leads us into the
difficulty observed with the CCPsfor disjunction®.

An alternative solution to the symmetry problem would beto assume
that different mechanismsare at work inthe“forwards’ and “ backwards’
cases. But to invoke an additional mechanism would beto underminethe
motivation for these CCPs. The CCPs are constructed, supposedly, to
ensure that all standard cases of projection failure are cases of local
satisfaction. But they do not, in fact, achieve this and, as Soames (1989)
points out, there seems to be no way to construct a CCP for disjunction
which would do so.

3.3.3.2. Conflicting Presuppositions

We saw in the data section that when disjunctions contain disjunctswith
incompatible elementary presuppositions, the disjunction may be
felicitous, but the presuppositions do not project. This kind of case has
proved particularly problematicintheattempt to account for the projection
properties of disjunction, and it is problematic for the two CCP-based
proposal's being considered here.

Examples (37-38) illustrate the phenomenon. (Example 37 is from
Soames (1982)):

(37) Either George hasjust started smoking, or he'sjust stopped.
(38) [After seeing Henry give testimony in court, and noticing that heis

unhappy]
Either he regretsthat he told the truth, or he hasrealized that he

inadvertently told alie.
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The first disjunct of (38) presupposes that Henry told the truth; the
second, that Henry told alie. Clearly, these presuppositions conflict: the
speaker cannot simultaneously take for granted that Henry both told the
truth and lied. The sentence as awholeisperfectly felicitous, however. It
simply does not inherit the presupposition of either disjunct.

Both the supplemented disjunct proposal and thelogical equivalence
proposal make incorrect predictions with respect to such examples.
Moreover, both CCPs give rise to the incorrect prediction for the same
reason. Let’s look first at the supplemented disjunct CCP. (39) spells out
the cal cul ation that woul d be required to update acontext with (38) onthis
proposal:

(39)

0] c + Either heregrets that hetold thetruth, or he hasrealized that
heinadvertently told alie =

(i) ¢ + heregrets that he told thetruthc
¢ + —(heregrets that he told the truth) + he has realized that he
inadvertently told alie

(39ii) showsthat in the course of the context update, the starting context
must be updated with the negation of thefirst disjunct, heregretsthat he
told the truth. Now, in order for this intermediate update to be defined, ¢
must entail that Henry told the truth. Let’ s suppose that it does, and that
this intermediate update goes through. The resulting context, [c+ —(he
regrets that he told the truth)] will itself entail that Henry told the truth.
This context then serves asthe local context for the second disjunct, he
has realized that he inadvertently told a lie. But in order for updatewith
this disiunct to be defined, itslocal context must entail that Henry told a
lie. Clearly, it does not. Moreover, if we attempt to accommodate this
presupposition into [c+ =(heregretsthat hetold thetruth)], wewill derive
acontradiction, the empty context. The CCP does not provide away for
the elementary presuppositions of both disjuncts to be satisfied, and
therefore predicts that sentences such as these should be highly
infelicitous. Aswe have seen, thisis not the case.

The logical equivalence CCP faces exactly the same difficulty, asthe
last clause of (40) shows:
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(40)
0] c + Either heregrets that hetold thetruth, or he hasrealized that
heinadvertently told alie =
(ii) C - ([c+ ~(heregretsthat hetold the truth)] + —(he hasrealized
that he inadvertently told alie)

Here, we are required to calculate [c+—(heregretsthat hetold the truth)],
which requires that ¢ entail that he told the truth. The result of the
calculation will itself, inturn, entail that hetold thetruth. But thisresultis
to serve asthelocal context for he hasrealized that heinadvertentlytold
a lie, thelocal context for which must entail that he lied. This CCP, too,
predicts that a single context will be required to meet contradictory
requirements. Neither of these proposals, then, can account for
disjunctions with conflicting presuppositions.

3.3.3.3. Thecorrect generalization

Karttunen’ soriginal formul ation of theproj ection propertiesof disjunction
says that presuppositions of disjuncts project except where the
presupposition of the second is entailed by the negation of the first. (Set
aside for now the issue of symmetry, which is not relevant here.) | have
used a somewhat different formulation of the generalization, due to
Chierchiaand McConnell-Ginet (1990), saying that presuppositionsfail to
project if they are contextually incompatible with the content of some
disjunct. What | want to show hereisthat these two formulations are not
equivalent, and that it is the latter which is empirically correct. The CCP
proposals being considered here, however, aim to capture the first
generalization, and so naturally makeincorrect predictionswith respect to
examples which it does not cover.

(41-42) are typica of the examples on which Karttunen's
generalization is based.

(41) Either Janeisan only child, or she dislikes her siblings.
(42) Either no one understood this paper, or it was George who did.

In these examples, Karttunen's formulation and the Chierchia and
McConnell-Ginet formul ation areinterchangeabl e: the negation of thefirst
disjunct entails the presupposition of the second, but also the
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presupposition entails the negation of the first disunct (i.e. is
incompatible withit). However, thereare examplesinwhich thetwoarenot
equivalent. (43) is one such*:

(43) Either Georgehasno grandchildren, or he hasapoor relationship with
his children.

The negation of the first disjunct is the proposition that George has
grandchildren. In conjunction with the usual assumptions about how
people come to have grandchildren, this entailsthat George has children,
meeting the conditionsof the Karttunen-stylegeneralization. However, as
it is quite possible for someone to have children but no grandchildren, it
is not the case that the presupposition of the second disjunct is
contextually incompatible with the content of the first.

Because the negation of thefirst disjunct entailsthe presupposition
of the second, both the supplemented disjunct proposal and the logical
equivalence proposal predict that the presupposition will be satisfied
locally and thus will not project to the disjunction as awhole. However,
| think it is very hard to read the sentence as failing to presuppose that
George haschildren. Asillustration, consider how odd it would be for the
speaker of (43) to precede it by asserting that she doesn’t know whether

George has children or not.
Example (44) illustrates the same point.

(44) [As soon as Jane gets to London, George will hear that sheisin the
country. So] Either Jane isn't yet in London, or George knows that
sheisin England.

Again, the negation of the first disjunct entailsthe presupposition of the
second, but this presupposition projects.

These examples show that it is not the case that entailment by the
negation of a disjunct guarantees non-projection of an elementary
presupposition. This undermines the basic premiss of the CCP-based
satisfaction accounts.

We can also construct examples in which the incompatibility
condition holds, but the entailment condition doesn’t. Here is one such:
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(45) [Upon seeing George in what appears to be a state of undress]
Either George is naked, or the skin-colored body suit he's
wearing isavery good fit.

The negation of the first disjunct does not entail that there is a skin-
colored body suit that Georgeiswearing, evenintheimagined context. He
might, for instance, be wearing a see-through body suit. However, the
elementary presupposition of the second disjunct, that there is a skin-
colored body suit that George is wearing, is incompatible with the
proposition that George is naked, which is the content of the first. The
elementary presupposition does not project to the disjunction asawhole,
validating the predictions of the incompatibility generalization. We
therefore have reason to believe that it is the predictions of this
generalization which our theoretical account should explain.

Asaninteresting aside, notethat it isactually quite hard to construct
examples of thesortin (45) whichdistinguishthetwo generalizations. Here
is the problem. Consider example (46), a variant of an example in Heim
(1983h), which Heim attributes to Stanley Peters:

(46) Either George has no children, or his sons are noisy.

This straightforwardly meetstheincompatibility condition: George cannot
simultaneously have sons (as presupposed by the second disjunct) and
haveno children. It apparently doesnot meet the entailment condition: the
negation of the first disjunct does not entail that George has sons.
However, the only way to make sense of the disjunction asawholeisto
assume a background assumption that if George does have children, he
has sons. But in conjunction with this background assumption, the
negation of the first disjunct in fact does entail the presupposition of the
second.

Thequestioniswhy (46) should giverisetotheobservedimplication.
According to Karttunen and Peters (1979) and Soames (1982), this
proposition is not merely an implication but a presupposition. Both
accounts would generate the logically equivalent “either George has no
children or he has sons” as a presupposition of the sentence. However,
if it isapresupposition,itisnot strictly alinguistic presupposition, for it
is not triggered by any lexical item or syntactic construction. Rather, it
arises from our attempts to construct a context in which the sentence
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would satisfy the felicity conditions of disjunction. Presented with this
sentence “out of the blue,” hearers attempt to construct a context
containing a question to which each disjunct would provide a possible
answer. One that springs to mind for example (46) is as follows. Let’s
supposethat we assume that boys are noisy and that girlsarenot. We've
noticed that it's always quiet around George's house. Then we can
conclude (46) — but only if we assume that if George does have children,
then they are sons. Because the other possible explanation for George's
quiet houseisthat he has only daughters.

It should be possible to eliminate the need for this assumption by
constructing a situation in which George's having daughters would be
irrelevant to the question under discussion. So far, any such situation has
eluded me. However, it does not seem necessary for us to construct an
account of the presupposition projection properties of disjunctionwhich
generates this proposition as a presupposition of the sentence. The
implication arises by virtue of hearers' assumptions that the disjunction
meets the necessary felicity conditions.

3.3.3.4. Whatisa CCP?

In the previous sections, | have shown a number of empirical
shortcomings of the two CCP-based proposals | introduced. But thereis
also amore fundamental question to consider, which is whether there is
independent justification for assuming that disjunctions give rise to the
kind of complex context change operations which these CCPs assign to
them.

As| have said anumber of timesby now, the CCP-based satisfaction
accounts have their originsin Stalnaker’s informal proposal asto how to
account for the projection propertiesof conjunction. Theoriginal proposal
relied on the assumption that the context update procedure for
conjunction is incremental, with each conjunct added in turn to the
context. This assumption, which isembodied in the CCPfor conjunction,
is founded on a very solid intuition that conjunctions are indeed
understood incrementally. It is often the case that one conjunct provides
the informational background against which tointerpret other conjuncts.
This, in turn, may give rise to temporal or causal implications, asin (47),
which would naturally be understood to imply that Jane got her degree
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and then got an interesting job, and perhaps also as saying that she got
agood job because she got her degree:

(47) Jane got adegree in physics and she got avery interesting job.

It is possible to understand conjunctionsin thisway becausein asserting
a conjunction a speaker inevitably commits herself to the truth of all
conjuncts. There is thus no obstacle to immediate assimilation of the
content of each conjunct to the hearer’s set of assumptions.

This, then, is the intuition that underlies the CCP for conjunction.
What intuition underlies the proposed CCPs for disjunction? Let’s ook
again at what | have been calling the supplemented disjunct CCP:

(48) c+[A or B] =[ct+A] c [[c+-A]+B]

Both Roberts (1989) and Kamp and Reyle (1993) motivate this CCP by
observing that disjunctions tend to be interpreted as alternatives. This
means, they suggest, that one disjunct is interpreted relative to the
negation of the other. However, to the extent that thisis true, it applies
equally to al disjuncts, so the asymmetric supplemented disjunct CCP
does not really capture this intuition. Moreover, as | have shown in
Chapter Two, thetendency tointerpret disjunctsasexclusivealternatives
follows from general principles. Thereis no need for it to beincorporated
explicitly into the update procedure. By doing so, we render the update
procedure non-compositional, in that it includes material which is not
present in the syntactic representation being interpreted.

The logical equivalence CCP, which | repeat here, is similarly
problematic.

(49) c+[A or B] = c+ —[-A & —B] = c-([c+-A]+-B)

To begin with, it is odd to rely on logical equivalences in proposing a
dynamic semantics for an expression, for one of the fundamental
observations of dynamic semantic theoriesis that logically equivalent
expressions are not necessarily dynamically equivalent. In other words,
logically equivalent expressions do not necessarily have the same
presupposition projection properties or license anaphoric relationsin the
sameway. Conjunction, again, is theclassicillustration of this. Although
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itislogically commutative, it is not dynamically commutative. Indefinites
in the first conjunct can serve as antecedents to pronouns in later
conjuncts, but not vice versa. And as we have seen, the projection
properties of conjunction are not symmetric.

The logical equivalence CCP for disjunction seems to entail that the
dynamic properties of disjunction are identical to those of sentences of
theform —[-A & —B]. Data of asomewhat different kind suggest that this
is not the case. As| discussin detail in Chapter Five, disjunctions of NPs
can serve as antecedents to a pronoun in a following sentence (what
Groenendijk and Stokhof (1990) callexternal anaphora). Thisisillustrated
in (50).

(50) Either asoprano or an ato will sing. She will perform Mozart.

The pronoun she is not dependent on either of the NP disjuncts, but
means something like “whoever sings.” No such reading is available for
the pronouns in any of (52-54), the first sentences of which are natural
language renderings of (51). (51), of course, is truth conditionally
equivalent to the disjunction in (50).

(51) = [~ [asoprano will sing] & = [an altowill sing] ]

(52) #1t’ s not the case that a soprano won't sing and an alto won’t sing.

Shewill perform Mozart.

(53) #It' s not the case that no soprano will sing and no alto will sing. She
will perform Mozart.

(54) #It' s not the case that neither asoprano nor an alto will sing. She will
perform Mozart.

In the dynamic frameworks currently under consideration, it is assumed

that the CCP governsthepossibilitiesfor anaphora. Soif asentence of the

form[f or ?] has the same CCP as —[~f and —7?], the two should have

identical anaphora properties. Thisisnot the case.

Nonetheless, we still might ask whether the logical equivalence
proposal expresses some intuition about how contexts are updated with
disjunctions. Oneway to understand this CCPinformally isthat it defines
aprocedure for finding and eliminating the worldsin the context at which
neitherdisjunctistrue. In other words, given an assertion of adisjunction,
we look for those worlds at which the disjunction is false, and eliminate
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them from the context. But this contrasts with the usual ideathat update
is a“positive” procedure, involving intersection of the context with the
worldsat which the proposition expressed istrue. Thisideaitself perhaps
derives from the notion that to determine that a proposition isfalseisto
determinethat it isnot true, i.e. thenotion that truth isbasic. Thisiswhat
isreflected in the update procedure for negated sentences, in which the
context is first intersected with the worlds at which the non-negated
sentence istrue. Thisset of worldsisthen eliminated from the context. So
it is hard to see why in the case of disjunction we should want to do
things the other way around.

The logical equivalence CCP is also strongly non-compositional.
There is no operation corresponding to disjunction, but there are
operationscorresponding tological operatorswhich arenot presentinthe
syntactic structure. But perhapsthe most strai ghtforward objectiontothe
logical equivalence CCP is the complexity of the procedure that it
postulates. It is clear what the final result of updating a context with a
disjunction must be: we must be left with the set of worlds at which some
disjunct is true. Considerations of simplicity would require that we
maintain as simple a procedure as possible for attaining this result.

3.4. TOWARDSA NEW ACCOUNT

The CCP-based satisfaction accounts constitute one attempt to give a
general account of presupposition projection within the Stalnakerian
framework. | have shown that these accounts are unsatisfactory with
respect to disjunction. Inthe remainder of thischapter, | will show that the
disjunction data can, nonetheless, be accounted for within the
Stalnakerian framework. However, we must give up the idea that
presupposition projection is governed primarily by update procedures,
and allow that it is also affected by general conversational principles.
Given the pragmatic approach to presupposition, thisis to be expected.
Presupposition projectioninvolvesinferences made by ahearer about the
assumptionsof aspeaker, and suchinferencesmay sometimesbedefeated
by other conversational clues. This point goes back to a discussion in
Stanaker (1974:207-210).

The basic idea of the account isthis. We have already seenthat itis
infelicitous to utter a disjunction one disjunct of which is incompatible
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withthecontext. Todo soisto violatethe Simplicity condition. Moreover,
aswe know from Grice, hearers tend to look for waysto give afelicitous
interpretation to an utterance made. Thus, when one disjunct bears an
elementary presupposition incompatible with the content of another
disjunct, the hearer does not take the speakerto assumethat proposition
to be part of the context. Rather, she assumes it to be part of the
possihility expressed by the relevant disjunct. So, sheaccommodatesthe
presupposition into the local context towhichthedisjunctisadded. The
effect of thisisthat the presupposition does not project.

The most developed theory of how conversational principles affect
presupposition projection is that of Gazdar (1979) so, as background, |
begin this section with areview of histheory. In 3.4.2., we will see how
Van der Sandt incorporates elements of a Gazdar type explanation into a
DRT account. This DRT account providesthe basisfor the proposal | will
make. Section 3.4.3 dealswith someissuesrelating to the “translation” of
the account from DRT to the Stal nakerian framework.

3.4.1. Gazdar’'scancellation theory

Gazdar' stheory isitself akind of context changetheory. For him, acontext
is a set of consistent propositions which is updated by the information
contained in utterances. Gazdar is primarily interested in representing the
information that discourse participants have about each other's
knowledge, so the context isassumed to contain propositions of theform
“aknowsthat p.” Likewise, utterancesareassumedto convey information
about what the speaker knows, and only by extension about what the
world is like. Utterances convey information about their speakers
knowledgeinthreedifferentways: through propositional content; through
implicatures; and through presuppositions. Each type of information is
added in aseparate step, following the order just indicated. Each addition,
moreover, is required to maintain consistency. Consequently, an
elementary presupposition which is inconsistent with a proposition
aready in the context, with an implicature, or with any other elementary
presupposition cannot be added, and so is “filtered” or “canceled.”
Presuppositions which survive this selection process are projected.

The consistency requirement isexpressed in the notion of satisfiable
incrementation. The satisfiable incrementation of a context X with a set
Y of propositionsisjust the original context plusall those propositionsin
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Y which cannot introduce inconsistency. A proposition y cannot
introduceinconsistency justin caseall consistent subsetsof XcY arestill
consistent after addition of y. The formal definition is as follows®:

(55) Definition of Consistency and of Satisfiable Incrementation
(i) cons(X) (i.e. X isconsistent) iff X @ z

(i) Xc!Y (the satisfiable incrementation of X with Y) =

X c{y0oy:uz f (XcY) (cons(Z) 6 cons(Z c {y})) }

In calcul ating the update of a context with the information contained
in an utterance, we reach a point at which the propositional content and
al mutually consistent conversational implicatures have been added. The
final step is to calculate the satisfiable incrementation of the updated
context with the set of all elementary presuppositions of the utterance
(what Gazdar calls itspotential presuppositions). Asthe updated context
dready contains all of the implicatures of the utterance, any
presuppositions which conflict with an implicature cannot be added.
Moreover, the definition of satisfiable incrementation entails that any
potential presuppositionswhich are mutual ly inconsistent al so cannot be
added.

Let’'s see now how thisworksin the case of disjunction. Consider for
example:

(56) Either Janeis an only child or she dislikes her siblings.

The clausal implicatures of (56) are listed in (57), and its elementary
presuppositionin (58)°. Notethat Gazdar takes presuppositions, too, to be
propositions about the knowledge of the speaker, of the form * speaker
knows that p,” and that is how | have represented the presuppositions
here.

(57) ~K(Janeis an only child)
-Kgs(Janeisan only child)
-K4(Jane dislikes her siblings)
-Kg(Jane dislikes her siblings)

(58) K(Jane has siblings)
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The presuppositionisinconsistent with thefirst two clausal implicatures’.
Astheimplicatures are added first, addition of the presuppositionwould
lead to inconsistency. Hence, the presupposition is not added to the
context, and does not project.

Notethat theorder of thedisjunctsisirrelevant in thisexplanation, so
thesymmetry of presupposition projectionisstraightforwardly accounted
for. Sotooisthenon-projection of conflicting presuppositions, asin (59)8:

(59) Either Fred knows that he’ swon or he’ s upset that he hasn’t.
The elementary presuppositions of (59) are:

(60) K(Fred has won)
K(Fred hasn’t won)

Asthese are mutually inconsistent, therulefor satisfiableincrementation
rules out adding either of them to the context.

The basic intuition here is that presuppositions are defeasible
inferences, an ideathat is compatible with (although not required by) the
Stalnakeriantreatment of presupposition. But Gazdar’ sparticul ar proposal
raises a question: Why is it that implicatures always cancel
presuppositions, and not vice versa? It would, after all, be natural to
expect thingsto bethe other way around. Presuppositions, intuitively, are
propositionswhich constitute the necessary background of an utterance.
Implicatures are inferences which arise from the utterance of a given
sentence in a particular context. Presuppositions thus seem to be
antecedent to implicatures, and it would be natural to expect
presuppositional inferencesto take precedence.

Van der Sandt’s account offers a solution to this problem by
formulating the principles which result in non-projection somewhat
differently.
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3.4.2. Theaccommodation view: Van der Sandt (1992)

Vander Sandt (1992) arguesthat presupposition isaspecies of anaphora.
Presuppositions, on this view, give riseto pieces of aDRSwhich require
antecedents. For example, the sentencelt was Jane who won gives riseto
the presupposition that someone won, which is represented by the DRS
conditionwon(x;). Thepresuppositional conditionrequiresanantecedent,
that is, acondition of the form won(x;), which must occur in apositionin
the DRS accessible from the insertion site of the presuppositional
condition. Thus, if the presupposition occurs in an if-clause, its
antecedent will need to bein that same clause, or in the global DRS. An
antecedent in thethen-clausewill not do, asthispositionisnot accessible
fromtheif-clause. If an accessibleantecedent isfound, the presupposition
issaid to be bound.

This notion of presupposition binding correspondsto satisfactionin
the satisfaction theory. Inthe satisfaction theory, apresupposition which
is satisfied by virtue of the content of the sentenceinwhichit occursdoes
not project. Inthe DRT theory, apresuppositionwhichisboundinsidethe
sentence in which it occurs does not project. A presupposition projects
to asentence S, or isinherited by S, when the presupposition is bound
outside of S.

Theinteresting casefor our purposesisthe casewherethe DRS does
not contain an antecedent for a presupposition. In this case, Van der
Sandt says, a hearer must accommodate the presupposition. We have so
far encountered accommodation as a process whereby a hearer,
recognizing that a speaker’ s assertion presupposes something which is
not in fact in the context, modifies the context to render the assertion
appropriate. The notion of accommodation is here essentially the same,
but now accommodation is taken to be an operation on DRSs, not on
contexts. If an antecedent condition cannot be found, the hearer can
simply insert one, making it possible to fully process the presupposing
sentence. But due to the hierarchical nature of DRSs, there are generally
multiple possibleaccommodationsites. Consider, for instance, what would
be required to update a DRS with:

(61) If Jane visits, she will bring her dog.
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Suppose that thisisthe first assertion made in the discourse, so the DRS
looks as in (62). The conditions in the double-lined box represent the
presupposition.

(©62)

will-bring(j,=)

dog(y)
has{],

vizita(j) —

Accommodation of the presupposition requires inserting the pair of
conditionsdog(x), has(j,x) into aposition accessiblefromthe consequent
of the conditional. There are three such positions: the consequent itself,
the antecedent, and the main DRS. Now, accommodation into either the
consequent or theantecedent would havethe sameeffect aslocal binding.
The presupposition “finds” its antecedent insidethe sentenceinwhichit
occurs, giving rise to a reading of the sentence in which the
presupposition does not project. But accommodation into the global
context would be the same as firstasserting that Jane hasadog, and then
asserting the conditional. This corresponds to what we describe as
presupposition projection.

The question which now arises is what governs the choice of
accommodation site in particular instances. This is where we come back
to the Gazdarian ideathat presupposition projection isconstrained by the
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requirement to preserve the coherence of the discourse. In earlier work,
Vander Sandt (1988) cashed thisout as arequirement that each clause be
consistent and informative with respect to the context. Van der Sandt
(1992) recasts this requirement as conditions on DRSs, but the idea is
fundamentally the same. The conditions are as follows®:

(63) Admissibility conditions on DRSs
Let K, be a DRS, and let K, be the result of updating K, with
information from a new sentence. The update of K, to K, is
admissible only if it meets the following conditions:

(i) K,isinformative with respecttoK,thatis, K ,doesnot entail K ;.

(i) Updating K, to K; maintains consistency.

(iii) Updating K, to K, does not give rise to astructure in which for
some subordinate DRSK; either:

() K;isentailed by the DRSswhich are superordinateto it OR
(b) -K;isentailed by the DRSswhich are superordinate to it

Van der Sandt notes that conditions (i) and (ii) encapsulate Stalnaker’s
(2979) conditions on felicitous assertion, namely, that each assertion be
informative and consistent with respect to the context in which it is
uttered. These conditions, of course, derive ultimately from Gricean
considerations. (Recall that the requirement for consistency ignores the
possibility of belief revision, which complicatestheissue.) Condition (iii)
is required (minimally) for an assertion to meet the Simplicity condition
which | invoked in Chapter Two, which is itself a formalization of the
Gricean Maxim of Manner. Van der Sandt makes clear that his condition,
too, is motivated by the same considerations:

A local violation of consistency or informativeness [i.e. a violation of
condition (iii)] need not give rise to uninformativeness of the whole
utterance processed. It often signalsthat the information carried by the
utterance is conveyed in an unnecessarily redundant and complex way
[and that]...the same information could have been conveyed in ashorter
and thus more efficient way (p. 375, fn.32).

This makes it clear that Van der Sandt wants to rule out as infelicitous
utterances which convey a proposition in a more complex manner than
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necessary. Note, however, that Van der Sandt’s condition is not
equivalent tothe Simplicity condition. A disjunctioninwhich onedisjunct
entails another may satisfy his condition (iii), as each disjunct may be
consistent and informative with respect to the DRS so far constructed.
However, such disjunctionsstill violate Simplicity as| haveformulated it,
for the disjunction asawhole hasthe same degree of informativity asone
of its disjuncts. Thus, all violations of condition (iii) are violations of
Simplicity; but not all violations of Simplicity are violations of condition
iii).

" It will turn out that global accommodation sometimes givesriseto a
violation of one of the admissibility conditions. When this happens, local
accommodation is forced, resulting in non-projection of the
presupposition. Let me go straight to the case of disjunction to illustrate
this, and then come back afterwards to some further discussion.

Van der Sandt adopts the standard DRT assumptions about the
representation of clausal disjunctionswhich | introduced in Chapter One;
each disjunct introduces a sub-DRS, and no sub-DRS is accessible from
any other. So the sentencein (64) getstherepresentationin (65). The* X"
inthe DRSisto be understood as a plural discourse referent.

(64) Either Janeisan only child or she dislikes her siblings.

(65

is-an-only-child() | v/ dislikes(] 20

stblings(20 )
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There are two possible accommodation sitesin this case: the global DRS,
and the DRS representing the second, presupposing disjunct. The first
DRSisnot apossibleaccommodation site, asinformationinsideadisjunct
isinaccessible to antecedent-seeking expressionsin any other. Suppose,
then, that we accommodate the presupposition into theglobal DRS. Asa
result, the global DRS will entail that Jane has siblings. But then the sub-
DRS representing the first disjunct will be in violation of condition (iii.b)
i.e. it will beinconsistent with the DRSinwhichitis embedded. Another
way to put this isthat the result of global accommodation isidentical to
the DRS that would be produced by the following string:

(66) Jane has siblings. Either Jane is an only child or she dislikes her
siblings.

Global accommodation, or projection, of theelementary presupposition of
(64) isinfdicitousfor just the samereason that this sentence sequenceis.
Utterance of the disjunction in the local context violates a general
discourse principle.

As global accommodation does not lead to an acceptable DRS
update, we must resort to local accommodation. The only remaining
accommodation site is the presupposing disjunct itself. Just like local
binding, local accommodation has the effect of non-projection of the
presupposition. The presupposition has not had to “go looking” for an
antecedent outside of the sentence in which it occurs. Because local
accommodation is the only option for sentence (64), the elementary
presupposition never projects.

Before moving on, let’s look at a case in which the elementary
presupposition intuitively isinherited by the disjunction as awhole:

(67) Either Jane has no interesting family stories or she dislikes her
siblings.

Assume once again that thisis the first utterance in a discourse, and so
thefirst information to be entered in the DRS. The DRSthat resultswill be
just like that in (65), except for the content of thefirst disjunct. Asthereis
no antecedent for the presupposition, it must be accommodated. Once
again, there are two available sites. This time, though, accommodation in
the global DRS will not lead to any infelicity, as the presupposition that
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Jane has siblings neither entails nor contradicts the content of either
disjunct. In other words, there is nothing infelicitous about thefollowing
discourse:

(68) Jane has siblings. Either she has no interesting family stories or she
dislikes her siblings.

However, it's also the case that local accommodation would be
felicitous heretoo, giving rise to aDRS equivalent to:

(69) Either Jane has no interesting family stories or she has siblings and
she dislikes her siblings.

L ocal accommodation correspondsto aninterpretation of the sentenceon

which the presupposition does not project. There is no obvious obstacle

to local accommodation, so the account would seem to predict that (67)

could be read as either presupposing or not presupposing, depending on

where we choose to accommodate. However, (67) in fact has only a
presupposing reading. To account for this, Van der Sandt must adopt a
further constraint on DRS construction: always accommodate to the
highest position possible’. More precisely:

(70) Accommodation Preference Rule
Given achoice between two accommodation sites K, andK , s.t.
K, subordinates K ,, accommodate to K.

Obviously, such a stipulation is undesirable, and thisis something | will
come back to later.

We have now seen how Van der Sandt’s account incorporates
aspects of the satisfaction theory and of Gazdar’ stheory. Non-projection
is always accounted for by saying that the presupposition “finds” its
antecedent inside the sentence in which it occurs. In this respect, the
theory islikesatisfactiontheories' . In some cases, theantecedent occurs
locally by virtue of the content of some clause of the complex sentence.
In other cases, it is there because it has been accommodated into that
position. But this local accommodation occurs only when global
accommodation is blocked by the need to preserve discourse coherence.
In the absence of alocal antecedent, then, presuppositions are predicted
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to project unless the result of projection would be an infelicitous
discourse.

Vander Sandt adoptsthestandard DRT assumptionthat disjunctsare
hierarchically independent of one another, or inaccessibleto oneanother.
Hence, a presupposition in one disjunct can never be bound by a
conditioninanother disjunct. Contrathe CCP-based satisfaction theories,
non-projection in disunctions is not attributable to the hinding
(satisfaction) of the presupposition of one disjunct by the content of
another. Non-projection can only arise through local accommodation.
And aswe' ve seen, the standard cases of non-projection in disjunctions
are those in which the presupposition isincompatible with the content of
some disjunct, in which case global accommodation would lead to
violation of the Simplicity condition.

The general constraints on DRS acceptability that Van der Sandt
assumes are structural counterparts of basically Gricean constraints on
Stalnakerian context change. If we can “translate” Van der Sandt’s
proposal into the Stalnakerian framework, we will have a way of
accounting for the projection properties of disjunction in termsof general
constraints on context update, without stipulating the kind of complex
update procedures discussed earlier. However, there are two things that
we need. Van der Sandt’s account requiresthat each disjunct be checked
against the context for consistency and informativity, so we need to give
an update procedure for disjunction which will allow this. We also need
anotion of local accommodation within aStalnakerianframework. | turnto
these two issuesin turn in the next section.

3.4.3. Trandating DRSsinto Stalnakerian contexts
3.4.3.1. Asimple context update procedure for disjunction

Toimplement Vander Sandt’ saccountin aStalnakerian framework, wewill
need to assume that contexts are updated with disjunctions according to
the schemain (71)*2. (I return here to Heim’s “+” notation to denote the
update function.)

7y c+[SorS,or..or S ]=[ctS]c[c+tS]c..c[c+S]

According to (71), updating a context with a disjunction involves first
updating it with each disjunct in turn, and then combining the results of
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each of these operations by set union. Earlier in the chapter, | argued
against the CCP-based satisfaction accounts both on the grounds that
they areempirically unsatisfactory, and al so on thegroundsthat the CCPs
whichthey postul ate are unmotivated. | sthe update procedurein (71) any
better motivated?

If we accept that context update should basically be represented as
intersection, and also that context update should be a compositional
operation, then (71) is motivated as the simplest way to get to the result
dictated by the truth conditions of disjunction. We have to end up, one
way or another, with the set of worlds from the starting context at which
at least onedisjunctistrue. (71) doesthiswith no assumptions other than
the standard treatment of disjunctionasset theoreticunion (Booleanjoin).
Unlike the supplemented disjunct CCP, it positsno “invisible content” for
any disjunct. Nor, like the logical-equivalence CCP, does it involve
embedding the disjuncts under logical operatorswhich are not realized in
the surface string.

Finally, there is the fact that assuming the update procedure in (71)
will alowusto give asatisfactory account of the projection properties of
disjunction, and this in itself must be taken as providing some evidence
initsfavor.

3.4.3.2. Local accommodation in the Stalnakerian framework

As noted earlier, the idea of local accommodation originates with Heim
(1983). She points out that the recursive definition of the CCPs of complex
sentences alows for accommodation at different levels. The kind of
accommodation originally discussed by Lewis and Stalnaker is
accommodation of a proposition into the starting or global context. But it
is also possibleto accommodate presuppositionsinto thelocal context to
which a constituent of a complex sentence is added, doing a kind of
running repair. Global accommodation of a proposition p, Heim says, is
like “ pretending that c& p obtained all along” (1983:120) or, to useVan der
Sandt’s terms, is like pretending that the utterance of the presupposing
sentence was preceded by an assertion of the presupposed proposition.
Local accommodation involves adjusting the context only for the
purposes of evaluating a single constituent clause. In the case of
disjunction, the distinction between global and local accommodation
comesto this: Suppose that we are calculating c+[A or B]. This requires
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calculating [ctA]lc[ctB]. If we globally accommodate some
presupposition p, we begin by updating ¢ with p, and then calculate the
result of updating with the disjunction. The calculation we actually
performisthus:

(72) [c+pl+[A or B] = [[c+p]+A] ¢ [[c+p]+B]

If, on the other hand, welocally accommodate p to the local context of A,
we calculate asfollows:

(73) [[c+p]+A] ¢ [c+B]

As will become clear in what follows, a presupposition which is locally
accommodated will not necessarily be entailed by the resulting context.
This correspondstotheintuitionthat the presupposition doesnot project.

The possibility of local accommaodation introducesthe same problem
for Heimasit doesfor Van der Sandt. If local accommodation is possible,
why do presuppositionsever project? Heim, like Van der Sandt, suggests
that global accommodation is strongly preferred. Local accommodationis
to be used only when “we are for some reason discouraged from
assuming” theelementary presuppositionto hold (1983: 120). Shegoeson
to say that “by stipulating a ceteris paribus preference for global over
local accommodation, werecapturethe effect of Gazdar’ sassumption that
presupposition cancellation occurs only under the threat of
inconsistency” (120). AsBeaver (1997) observes, thisallowsustoreframe
the preference for global accommodation as a preference for projection
over cancellation, as a preference for drawing an inference from a
presupposition trigger over cancellation of the inference. To say that
global accommodation is preferredisto say that hearersprefer tointerpret
apresuppositiontrigger asanindication of what the speaker presupposes,
and will give up on thisonly if to do sowould beto ascribeaninfelicitous
utterance to the speaker.

3.5. THEACCOUNT INACTION
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3.5.1. Basiccases

The idea now is quite simple. Assume that the process of updating a
context with adisjunction involves adding each disjunct independently
to the starting context, and then combining the results with set union.
Assume further that the preferenceisto maintain the same starting context
for each disjunct, unless this would lead to infelicity. Thisisjust to say
that we prefer global accommodation to local. Then we look at each
disjunct in turn and ask whether its assertion in the context indicates that
the speaker presupposes some proposition p, i.e., that she assumes p to
be in the context. If it does, but p is not currently in the context,
accommodate p into the starting context, and calculate the result of
updating this revised context with each disjunct in turn. But if thisleads
to an infelicitous discourse, revert to local accommodation, i.e., add p to
the context only for the purposes of calculating the update of the
presupposing disjunct.

Here is an example of a disunction which inherits an elementary
presupposition:

(74) Either Jane is too tired to work today, or she realizes that the
problem’ s been solved.

First update the context with Jane is too tired to work today. Thisis
straightforward, asthe sentence hasno elementary presuppositions. Next
update the context with Jane realizes that the problem’s been solved.
This clause bears the elementary presuppositionsthat thereisaproblem,
and that the problem has been solved. If the hearer has not so far
presupposed these propositions, she will accommodate them globally,
revising her starting context. The hearer now begins the calculation over
again, with the revised context as the starting context. Each disjunct is
added to this, and the results combined with set union. The result is the
set of worlds from the starting context in which there is a problem, the
problem has been solved, and either Jane is too tired to work or she
realizes that the problem has been solved. The new context entails that
there is a problem and that it has been solved, corresponding to the
intuition that these presuppositions project. AsVan der Sandt putsit, the
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result of projection is equivalent to preceding utterance of the
presupposing sentence by an assertion of the proposition presupposed.
Now, compare with a non-projection case.

(75) Either the problem hasn’t been solved, or Jane realizes that it has
been.

Let’sassume, first, that the context does entail that thereis a problem to
be solved, so thefirst disjunct is appropriate in the context of utterance.
Updating the context with this disjunct is thus straightforward, resulting
in the set of worlds in which the problem hasn’t been solved. Now, we
attempt to update the context with the second disjunct. This disjunct
bearsthe elementary presupposition that the problem has been solved.
Supposethenthat the hearer accommodatesthisto theglobal context, and
begins the calculation again. Now, she must update a starting context
which entails that the problem has been solved with the proposition that
it hasn't been solved. But this is contradictory. If the speaker indeed
presupposes that the problem has been solved, then her utterance of the
disjunction would be infelicitous. Assuming that the speaker intends to
speakfelicitously, thehearer must concludethat she doesnot presuppose
that the problem has been solved. Her use of the presupposition trigger
must indicate, rather, that she wants the second disjunct to be eval uated
in acontext which entails that the problem has been solved. The hearer
must thus revert to local accommodation, calculating as follows:

(76) i. ¢ 1 {w: the problem hasn’t been solved inw} =¢’
ii. ¢ 1 {w: the problem has been solved and Janerealizesit in w}
=c"’
iii. ¢’ ¢ ¢’ ={woc: the problem hasn’t been solved in w or the
problem has been solved and Janerealizesit in w}

The final result does not entail that the problem has been solved,
corresponding to the intuition that the presupposition does not project.

Notice that failure of projection does not correspond to cancellation
of the presupposition, as in Gazdar’'s theory, but only to local
accommodation. The requirement that the presupposition be entailed by
the local context remains in force, and the presupposition trigger still
provides the hearer with information. The information, though, is about
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thelocal context in which the presupposing disjunct is to be evaluated,
rather than information about the global context. In contrast to the
Gazdarian theory, on this approach we are not required to say what it
would mean for a presupposition to be canceled.

Thecase of conflicting presuppositionsisexplainedin similar fashion
to the previous example, athough the reasoning is a little more
complicated. Consider:

(77) Either George knows he’ swon, or he' s upset that he hasn't.
Assume that the starting context entails neither that Georgewon nor that
George has not won. Suppose that the hearer takes the presupposition
trigger in each disjunct as an indication of presuppositions held by the
speaker, and attempts to globally accommodate both of the propositions.
Then she must add to the starting context both the proposition that
George has won, and the proposition that he hasn’'t. As these are
contradictory, she must conclude that the speaker does not, in fact,
simultaneously presuppose both.

The hearer al so hasthe option of globally accommodating one of the
presuppositions, and locally accommodating theother. This, too, will lead
to aninfelicity. Suppose that she globally accommodates the proposition
that George has won, and accommodates the proposition that George
hasn’t won to the local context of the second disjunct. Thisisequivalent
to taking the speaker to have said (78) in a context which entails that
George haswon.

(78) Either George knows that he has won, or he hasn’t won and he's
upset that he hasn’t.

But then the second disjunct would be incompatible with the global
context, in violation of Simplicity.

Global accommodation of the propositionthat George hasn’t wonand
local accommodation of the proposition that he has will have the same
effect. The result would be equival ent to taking the speaker to have said
(79) in acontext which entails that George hasn't won.

(79) Either George has won and he knows that he’'s won, or he's upset
that he hasn't.
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Now the first disjunct isincompatible with the assumed global context.

Thereisonly one option remaining for a hearer who wishes to take
the speaker to hold consistent beliefsand to be speaking felicitously, and
this isto accommodate both presuppositionslocally. Each presupposition
trigger is understood as an indication of the context in which the
presupposing disjunct is evaluated, not as an indication of the context
actually assumed by the speaker. Local accommodation of each
presupposition is equivalent to updating with:

(80) Either George haswon and he knowsthat he’ swon, or hehasn’t won
and he’ s upset that he hasn’t won.

This, of course, isfelicitous, but does not entail either that George won or
that he didn’t, corresponding to the intuition that neither presupposition
projects.

Notice that on this Van der Sandtian account, exactly the same kind
of explanation is given for non-projection due to conflict with another
presupposition as isgiven for non-projection dueto conflict with another
disjunct. In contrast, the satisfaction accounts discussed earlier in the
chapter would have to treat the two cases as instantiating different
phenomena, for they explain the latter cases in terms of the CCP of the
expression and its content. Of course, one could maintain different
accounts for the two cases, but considerations of simplicity would seem
totell against it.

The account also motivates rather nicely one of the stipulative
aspects of Gazdar's theory. Gazdar's definition of satisfiable
incrementation says that the satisfiable incrementation of a set X with a
set Y cannot contain any members of Y which are mutually inconsistent.
Supposethat X istheresult of incrementing acontext with the entailments
and implicatures of an utterance U, and Y is the set of potential
presuppositions of U. Thedefinitiontellsusthat if Y containsboth p and
=p, neither can be added to X, even if one of them alone could be added
without rendering X inconsistent. But it is not really obvious why this
should be so. After all, the point isonly to maintain the consistency of the
context. If we can add either p or —=p without causing inconsistency, why
not do so? If weadd at |east one, wewould after all be making use of more
of the potential information offered by the utterance.
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On the Van der Sandtian account, it is clear why neither conflicting
presupposition can be added to the global context. It is because
presuppositions, even if accommodated “ after the fact,” are understood
as providing the background agai nst which an utteranceis made, and this
background then affectsthefelicity of the utterancemade. If two disjuncts
have conflicting elementary presuppositions, then projection of the
presupposition of one will render inclusion of the other disjunct
infelicitous. Onthe Van der Sandtian account, it isnot just considerations
of consistency which affect presupposition projection.

3.5.2. Entailing digunctionsagain

The interaction of presupposition projection with general felicity
requirementsis further apparent in examples like the following:

(81) #Either the problem has been solved, or Jane doesn’t realize that the
problem has been solved.

Theinfelicity of (81) isreminiscent of the entailing disjunctions discussed
in Chapter Two. It is easy to see why. The second disjunct bears the
elementary presupposition that the problem has been solved. Suppose
that this proposition isincluded in, or is accommodated into, the global
context inwhich the sentenceisuttered. Then thefirst disjunct, and hence
thedisjunction asawhole, will beentailed by the context. Thedisjunction,
being uninformative, will be infelicitous.

Suppose, then, that the presupposition is not in the context. As
global accommodation leads to infelicity, we try local accommodation
instead, and calculate as follows:

(82) [c+the problem has been solved] ¢ [c+the problem has been
solved+Jane realizes that the problem has been solved]

But observe that:

[c+the problem has been solved+Jane realizes that the problem
has been solved] f [c+the problem has been solved)]
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Hence, the context update produced by the entire disjunctionisjust what
would have been produced by the first disjunct alone, sothedisjunction
isagainin violation of the Simplicity condition.

However we try to accommodate the elementary presupposition of
(81), the result will violate Simplicity. Hence, there is no way for the
sentence to be felicitously asserted in acontextinwhichtheusual felicity
conditions apply.

3.5.3. Beaver’scounterexample

Beaver (1995a: 111) gives some purported counterexamples to Van der
Sandt’ s account of the projection propertiesof disjunctionwhichwarrant
some discussion. The examples are asfollows:

(83) Either John didn’t solve the problem, or Jane realizesthat it hasbeen
solved.

(84) Either Jane's autobiography hasn’t been published yet, or else John
must be very proud that Jane has had a book published.

Beaver observes that in neither of these examples does the elementary
presupposition project. It is also the casethat in both cases, the negation
of the first disjunct entails the presupposition of the second, so both
cases match the predictions of the satisfaction accounts we looked at.
However, in neither case is the presupposition incompatible with the
content of any disjunct so Van der Sandt’s account appears to predict,
incorrectly, that the presupposition should project.

First,let’ snote that these examples are structurally identical to those
with which | argued that the generalization captured by the satisfaction
account isincorrect. (See section 3.3.3.3. above.) 1n (85-86), the negation
of the first disjunct entails the presupposition of the second, but the
sentence is most naturally read with the presupposition projecting:

(85) Either George has no grandchildren, or he has abad relationship with
his children.
(86) Either Jane isn’t yet in London, or George knows that she's in

England.
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So it's certainly not the case that this type of example generally

constitutes a counterexample to the Van der Sandtian analysis. What,

then, distinguishesBeaver’ sexamplesfrom (85-86)? Thedifferenceisthat

global accommodation still resultsininfelicity in Beaver’ sexamples, even

though the presupposition is not incompatible with the first disjunct.
Consider first the felicity of the following string:

(87) (a)The problem has been solved. (b)John didn’t solvethe problem/it.
Itisalittleodd tofollow (a) with (b). Far more natural would be* 1t wasn't
John that solved it,” or “John wasn't the one who solved it.” If (87b) is
used, it requires marked intonation, focusing John. Similarly, in the
following string, John must be intonationally focused, but again, it would
be more natural to use a cleft structure in the first disjunct:

(88) The problem has been solved. Either John didn’t solve it, or Jane
realizesthat it's been solved.

Thisis not surprising, for each disjunct will be evaluated in the starting
context, so, in effect, each disjunct will be treated as a possible
continuation of the discourse.

As Van der Sandt makes clear, projection of a presupposition is
equivalent to preceding the presupposing utterance with assertion of the
presupposed proposition. What (88) shows is that the felicity of this
sequence requires a marked intonation pattern on the first disjunct. So
presumably projection of the presupposition in (83) will also befélicitous
only with that same intonation pattern. A hearer will generally prefer not
to project the presuppositionin (83), becausethedisjunctionisalittleodd
in acontext inwhichit is presupposed that someone solved the problem.

Beaver observes that some intonation patterns do result in a
presupposing reading of (83). The ones that do, | would think, are the
same ones which would render (88) fully felicitous. For these are the
intonation patterns which a speaker who presupposed that someone
solved the problem would usein uttering (83).

A morestraightforward argument can be givenfor (84). Thefollowing
string is quite odd:
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(89) Jane has had a book published. Either her autobiography has not
been published yet, or else John must be very proud that Jane has
had a book published.

If it is already given that Jane has had a book published, then John’s
being proud of her having a book published is not an alternative to her
autobiography not yet being published. A speaker who presupposed that
Jane had published a book could not felicitously assert (84). So a hearer
who assumes the speaker of (84) to be speaking felicitously would not
globally accommodate. Hence, we do not read the sentence asinheriting
the presupposition.

These exampl es show the strength of the Van der Sandtian account.
It does not rely on any single, mechanical procedure in determining
presupposition projection, but allowsgeneral considerationsof felicity to
constrain theprocess. Thisisentirely inaccord with the Stalnakerian view
of presupposition as a pragmatic phenomenon. As such, it isonly to be
expected that it will interact in multiple ways with other conversational
constraints.

3.6. CONCLUSION

| have argued in this chapter that the Stal nakerian framework allowsfor a
natural account of the presupposition projection propertiesof disjunction.
Theaccount defended heretakes seriously theideathat presuppositional
expressions provide clues as to the speaker’s epistemic state, but that
there areother clueswhich may bear greater weight. A hearer’ sover-riding
consideration is to provide a felicitous interpretation for the speaker’s
utterance.

In some early accounts such as Gazdar's, it was assumed that
presuppositions which conflict with the conversational background are
canceled. Thisassumptionisdisplacedinthe current account by allowing
for the possibility of local accommodation. Thus, even when
presuppositionsdo not project, they still act asinterpretative clues. Inthe
non-projection case, they indicate the speaker’ sintention asto the local
context in which agiven disjunct isto be evaluated, rather than asto the
global context which the speaker assumes.
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Theaccount | have given does not rely on acomplex context change
procedure for disjunction. The projection properties are explained on the
basis of a procedure which mirrors the Boolean treatment of inclusive
disjunction: Boolean join. No further semantic assumptions were
necessary.
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NOTES

1. Accordingto Beaver (1997:961), examples of thistypewerefirst
discussed by Hausser (1976).

2. If the second disjunct contains an emphatic do, asin (i), the
sentence isimproved. With VP ellipsis, and focal stress ondid, asin (ii)
the sentenceis further improved.

(i) George has forgotten that Jane visited him, but she DID visit him.

(ii) George hasforgotten that Jane visited him, but she DID.

These sentences seem to require a situation in which some speaker is
attempting to deny that Jane visited George. (i) or (more likely) (i) might
be used to insist that the presupposition be maintained. How exactly the

focal stressworks here remainsto beinvestigated.
3. One might argue that the negation introduced in the CCP for

disjunction, which is not a translation of any linguistic element in the
surface string, need not reflect the presupposition projection properties
of sentential negation. | will not pursue here how this might be worked
out.

4.  This exampleisadapted fromVander Sandt (1992: 351, ex32). The
original example is a conditional sentence, with which Van der Sandt
illustrates the insufficiency of the standard formulation of the projection
properties of conditionals. Soames (1989: 600, exs. 66-67) discusses
examples paralel to (43), but clams, | believe incorrectly, that the
presupposition does not project.

5. This definition is from Beaver (1997), and is an equivalent but
slightly modified version of Gazdar’s own definition.

6.  |ldiscussed Gazdar’ sdefinition of clausal implicaturesin Chapter
Two, section 5.2. The basic idea is as follows: Suppose a complex
sentence S has a constituent f , and S entails neither f nor —f . Then
utterance of S clausally implicates that the speaker does not know that f
istrue and does not know that f isfalse.

7. The presupposition isincompatible with thefirst clausal implicature
listed here where —=K(P) is understood as “ Speaker is ignorant of the
truth value of P.”

8. Examplefrom Beaver (1997: 961).

9. Vander Sandt’s conditions make use of anotion of entailment
between sub-DRS's which, as Beaver (1997: 32, fn.43) points out, is not
given aformal definition. Beaver offers arestatement of the conditionsin
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terms of the standard notion of DRS embedding, which clearly captures
the original intent. | have given Van der Sandt’ s original statement of the
conditions simply for ease of exposition.

10.  In earlier versions of the theory (see Van der Sandt and Geurts
1991), the preference for global accommodation fell out from the general
procedure for interpreting presuppositions, which wasroughly asfollows:
Starting from the insertion site of the presupposition, check each
successive DRS along the accessibility path of the presupposition for a
possible antecedent. Bind the presupposition to the first antecedent you
find. If, when you reach the global DRS, no antecedent has been found,
go back down the path, attempting to accommodate at each DRS.
Accommodate in the first allowable site. From this procedure, it follows
that you will always bind to the antecedent closest to the trigger, and
accommodate in the site closest to the global DRS. But in Van der Sandt
(1992), this procedure is abandoned, and the preference for global
accommaodation is simply stipulated.

11.  Although the DRT treatment of conditionals and conjunctions
is very similar to the satisfaction theory, there are important differences
which result in the two making different predictions, in particular with
respect to the generation of conditional presuppositions. Further
discussion of these differencesistangential to my interests here, but see
Beaver (1995a) and Geurts (1994) for discussion.

12. | continue to assume that what is being updated is a Discourse
Context, as presented in Chapter Two. However, as update of QUD is
irrelevant to this discussion, | will go back to talking only about the
Stalnakerian context.



CHAPTER FOUR

Internal Anaphora

4.1. INTRODUCTION

In this chapter, | turn to some data which are closely related to the
presupposition projection data discussed in Chapter Three. The data
involve anaphora between a quantificational antecedent in one disjunct
and apronouninanother. Following Groenendijk and Stokhof (1990), I call
thisinternal anaphora.

Thebasicdataareillustratedin (1-2). Hereand throughout, subscripts
indicate intended anaphoric relations.

@ Either Jane doesn’t have a car;, or it;’ s in the shop.
#) #Either Jane has acar;, or it;’ s in the shop.

These examples are paralel to examples containing presupposition
triggers:

3 Either Jane doesn’t have acar, or her car isin the shop.
4 #Either Jane hasacar, or her car isin the shop.

When the antecedent of the pronoun or the (apparent) satisfier of the
presupposition appearsin another disjunct embedded under negation, the
resulting sentenceis acceptable. When the antecedent/satisfier appears
in another disjunct without negation, the resulting sentence is
unacceptable. In Chapter Three, | argued that general felicity conditions

125
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on disjunction govern the interpretation of examples like (3) (as not
inheriting the elementary presupposition) and the unacceptability of
examples like (4). In this chapter, 1 will show that the difference of
acceptability between (1) and (2) is aso due to these general conditions.

In the dynamic literature, the contrast between (1) and (2) has been
characterized as a difference in anaphoric possihilities. It is claimed that
anaphora between the indefinite and the pronoun is possible in (1) and
impossible in (2). Thischaracterization of thedifferenceleadstowhat | will
cal anaphora-based accounts. Thequestiontheseaccountstry toanswer
is:Why isanaphorapossiblein (1) and impossiblein (2)? | will arguethat
this is the wrong question to ask. The right question is. Why is the
disjunction in (1) acceptable, and thedisjunctionin (2) not? In effect, we
aready have the answer to this question: (1) meets all of the felicity
conditions on disjunction, but (2), as we will see once we give an
interpretation for the pronoun, is an entailing disjunction, and hence is
infelicitous in any context.

Anaphora based accounts of theinternal anaphoradatafacejust the
same problemas sati sfaction accounts of presupposition projection: how
to get theantecedent, whichisin adifferent disjunct and embedded under
negation, into the context in which the pronoun is interpreted. In DRT
terms, the problem is how to get the discoursereferent introduced by the
indefinite into a position from which it is accessible to the pronoun. We
will thus need to revisit the supplemented disjunct proposal and the
logical equivalence proposal, and see how they are applied to theinternal
anaphora data. In this chapter, | will discuss the former proposal in its
DRT guise, andthelatter initsDMG (Dynamic Montague Grammar) guise,
asthese are the frameworks in which the proposal s have been applied to
theinternal anaphoradata. | will also discussan additional DRT account,
dueto Krahmer and Muskens(1994). All of these accountswill berejected
as having empirical shortcomings and also as failing to provide a real
explanation of the internal anaphora puzzle.

Having discussed existing accounts (section 4.2.), | will turn to my
own proposal (4.3.). The fundamental idea is that anaphora is possible
across disjunction whether or not the antecedent is embedded under
negation. However, whentheantecedent isnot embedded under negation,
the disjunct containing the pronoun will entail the disjunct containing the
antecedent, producing an infelicitous disjunction.
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Theproposal, of course, requires some account of how the pronouns
in examples like (1) and (2) are interpreted. The account | will giveisa
version of the E-type approach to anaphora, originally dueto Evans (1977,
1980). On the E-type approach | will adopt, pronouns are interpreted as
definite descriptions constructed on the basis of the content of the
pronoun’s antecedent clause. This theory will be elaborated in section
432.

Once the treatment of anaphora has been worked out, | will goonto
apply it to some more complex cases of internal anaphorawhich have not
previously been discussed in the literature (section 4.4.). We will find
additional contrasts, such asthat between (5) and (6):

(5 Either Jane doesn’t have acar,, or it sin the shop.
(6) #Either someone doesn’t have a car;, or it/ sin the shop.

| will argue that these cases do require an anaphora based account, that
is, that the infelicity of (6) is due to the impossibility of constructing an
interpretation for the pronoun with a car understood as its antecedent.
Theinfelicity of (6) thus has a quite different explanation from that of (2).

4.2. ANAPHORA-BASED ACCOUNTS IN DYNAMIC SEMANTIC
THEORIES

Let me begin by elaborating on the problem that the basic internal
anaphora data posefrom the perspective of dynamic semantic theoriesin
which anaphora aways involves some form of variable-sharing, or
dynamic binding. Their claim is that anaphora is possible in (1), but
impossiblein (2). (Examples are repeated from above.)

1) Either Jane doesn't have acar,, or it;' s in the shop.
2 #Either Jane has acar, or it sin the shop.

(2) is taken to show that generally, anaphora is impossible across
disjunction. Moreover, on the basis of examples like (7) and (8), it is

assumed that anaphorais usually impossibl e across negation:

(7) #Jane doesn’'t own acar,. It sin the shop.
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(8) #f Jane doesn’t own acar, it sin the shop.

The infelicity of (2) is explained simply by assuming that disjuncts are
inaccessible to one another. But (1) isapuzzle, for here we seem to have
anaphora across both disjunction and negation. What is to be explained
ishow thisis possible.

4.2.1. DMG: Groenendijk and Stokhof (1990)

Groenendijk and Stokhof treat the data by pursuing an ambiguity
approach. For them, the data show that some operators have more than
one semantic representation, and that the representations may differ with
respect to their dynamic properties. A full explication of the formal
machinery involved wouldtakemetoofar afield, so | have confined myself
to avery informal presentation here. For those with some familiarity with
the system, the relevant formal definitions are given in the notes.

Groenendijk and Stokhof assumeaversion of thelogical equivalence
proposal, but one which makes use of their notion of dynamic
conjunction. Roughly, a dynamic operator is one which does not block
anaphoric relations between quantifiersand pronouns. To bealittlemore
precise, recall that in DMG, anaphora is always expressed as a binding
relation. Thisis made possible by redefining the standard quantifiersina
way which allows them to bind variables which lie outside of their
syntactic scope. To say that conjunctionisdynamicisto say that it does
not close off the binding-scope of dynamic quantifiers in its leftward
argument. Hence, a sentence with the form of (9a) comes out equivalent
to (9b). Dynamic operators are underlined. (This convention is adopted
from Chierchia 1992, 1995).

9 a OXA&B
b. BXA& B]

Groenendijk and Stokhof use dynamic conjunction in their tranglation of
disiunction, shown in (10).

(10 AwB=-(-A& -B)
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The cases of interest to us are those in which the first disjunct contains
an indefinite. Applied to sentences of this form, Groenendijk and
Stokhof’ slogical equivalence proposal gives us:

(11) QXA wB= —|(—1§XA & —|B)

However, the dynamic conjunction in (11) still does not allow the
dynamic existential quantifier in the leftmost disjunct (now conjunct) to
bind pronounsin theright-hand disjunct. Thisis becausethe negationin
whose scopeit fallsis astatic operator, which closes the binding-scope
of quantifiersembedded under it*. Negationisgenerally defined asastatic
operator to account for examples like (7) and (8) above, where anaphora
indeed appears to be blocked by negation. So if disjunction istranslated
as in (10), anaphora between disjuncts will be ruled out by virtue of the
static negation. Groenendijk and Stokhof thus use thistranslation for the
disjunction in examples like (2), where anaphora gives rise to infelicity.
Their trandlation of (2) isgivenin (12):

#) #Either Jane has acar;, or it;’ s in the shop.
(12) ~(=Bx{car(X) & hag(j.X) & -in-the-shop(x))

Now, what about exampleslike (1), where anaphoraispossible across
disjunction and negation?

(N Either Jane doesn’'t have a car,, or it sin the shop.

Applying the translation in (10) to sentences of thisform gives us:
(13) -OxAwB = —|(—|—|ng & —|B)

At first glance, wemight think that because the existential quantifier inthe
first disiunct now falls under a double negation, which is equivalent to
none at all, the negation does not close off the binding-scope of the
dynamic existential quantifier. This is not the case, however. The
definition of static negation ensures that formulas embedded under it are
rendered static, even if the negation is doubled?.
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But it is possible to give a second definition for negation which
alows dynamic quantifiersinits scopeto bind throughit®. So Groenendijk
and Stokhof assumeasecond possibletranslationfor disjunction, just like
(210) but with dynamic negation, i.e.:

(14) Dynamic disjunction
AWB=x(=A & =B)

Application of dynamic negation to a sentence containing a dynamic
existential quantifier does not close off its binding scope. So when the
translation in (14) is used for sentences of the form of (1), the existential
quantifierinthefirst disjunct isableto bind the pronouninthe second, as
indicated schematically in (15). Note, by theway, that both the negations
introduced by the translation rule for disjunction and the negation which
appears in the surface form of the first disjunct must be interpreted
dynamically.

(15) 20XAw B =o[-=0xA & -B]
=o[6xA & -B] (by double neg. elim.)
=-0x[A & =B] (by def. of 8 and &)

This, then, is the translation which Groenendijk and Stokhof adopt for
sentences like (1).

This ambiguity approach does not purport to provide an explanation
of the dynamic variability of disunction, nor, | think, do Groenendijk and
Stokhof intend to propose that disjunction is actually ambiguous in the
way described. If it were, it would be very puzzling that the dynamic
reading appears only when thereisanegation in thefirst disjunct. When
there is no negation, asin (2), the disiunction can never be interpreted
dynamically. But Groenendijk and Stokhof’s attempt to use the logical
equivalence proposal brings out another insufficiency to add to those
discussed in Chapter Three. Thelogical equivalence proposal alone does
not suffice to account for the internal anaphora data. It suffices only in
combination with atreatment of negation as ambiguous.
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4.2.2. DRT: Kamp and Reyle (1993)

Kamp and Reyle take cases like (2) to be the basic case, and to indicate
that anaphora across a disjunction is not possible. In DRT terms, this
means that disjuncts are inaccessible from one another.

2 #Either Jane has acar, or it sin the shop.

They further take cases like (7), repeated from above, to constitute the
basic case with respect to negation: negation, too, is taken to be an
operator which blocks anaphora.

7) #Jane doesn’t own acar,. It sin the shop.

Consequently, for them, (1) isthe problematic case for which some special
explanation isrequired.

@ Either Jane doesn’t have a car;, or it;’ s in the shop.

Kamp and Reyle advocate the supplemented disjunct approach as a
solution. Let’s now see how this approach is implemented within DRT,
and how it addresses the anaphora puzzle.

Recall that on the supplemented disjunct approach, the negation of
the first disjunct is incorporated into the representation of the second.
Kamp and Reyle support this proposal by observing that “amost any
disjunction of the form ‘A or B’ can be paraphrased as ‘A or else B'”
(p.189). Else, they suggest, along with otherwise, “refers to ‘the other
case,”” which in the case of disjunction is the case other than the one
described by thefirst disjunct. They take the possibility of paraphrasing
with else to show that the interpretation of the second disjunct involves
postulating a representation for “the other case.” This representation is
then incorporated into the DRS which represents the second disjunct.
They assume further that when the first disjunct is a non-negated
sentence, the representation for “the other case” will be the negation of
that sentence. So the representation of (2) will beasin (16):
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(16)

X
b o
. Y B car(x)
car(x) has(j,x)
has(],x)
it 15 in the shop

Now, if the pronounit isto be anaphoric ona car, the discourse referent
X must be accessible to it. But by the accessihility relations which Kamp
and Reyle assume, no occurrence of X is accessible. x occurs oncein the
firstdisjunct, whichisinaccessible. It occursagaininthe second disjunct,
but there is under the scope of negation, which again makes it
inaccessible. Hence the impossibility of anaphorain (2).

But when the first disjunct is itself negated, Kamp and Reyle claim
that “the other case” is given by the corresponding non-negated
sentence. So (1) will come out as (17):

(17)

%
; car(x)

S car(Ey ' has(j x)

has(],x)

in-the-shop(x)
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The occurrence of x in thefirst disjunctisstill inaccessibleto the pronoun
it in the second; indeed, it is now doubly inaccessible, asit is embedded
under negation. But the occurrence of x in the second disjunct is now
accessible, so the anaphora can be resolved, as shown.

I discussed some objections to the supplemented disjunct proposal
in Chapter Three. In addition, Krahmer and Muskens (1994) raise two
further objections to Kamp and Reyle's implementation of this proposal
in DRT. Thefirst objection hinges on an asymmetry in the way in which
material from thefirst disjunct isadded to the second. If the first disjunct
is non-negated, then what is added to the second disjunct is the explicit
negation of thefirst. If thefirst disjunct is negated, then what isadded is
the content which appears under the negation. Krahmer and Muskens
suggest that the rule could beregularized inthefollowing way: whenever
this interpretation strategy is applied, the second disjunct contains the
negation of (the DRS representing) the first disjunct. But this, they point
out, leads to a problem. Following this rule, the DRS which would be
produced for (1) isnot (17), but (18):

@ Either Jane doesn’t have a car;, or it sin the shop.
18
]
by
* Y Y cardx)
| - )
car(x) has(],x)
has(],=)
it's in the shop

In (18), the occurrence of the discourse referent x in the second disjunct
is doubly embedded under negation,and soisnot, infact, predicted to be
accessible. The problem is that the formulation of DRT which Kamp and
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Reyle themselves assume does not allow for the canceling of a double
negation. (Their theory isjust like Groenendijk and Stokhof’ sDM G inthis
respect.) Krahmer and Muskens argue, moreover, that simply adding a
rule that erases double negation would be:

very much ad hoc and would be quite unlike all other DRT construction
rules. It would have the useful property of being able to make certain
referentsaccessibleto certain pronouns... but thisvery property would
aso make it be theoretically suspicious for not being meaning
preserving. If meanings determine context change potentials, as the
dynamic perspective hasit, then a rule to erase double negations that
would change [(18)] into [(17)] cannot be meaning preserving since
[(18)] gives acontext which does not alow referenceto [x] while[(17)]
gives one which does.

Thesecond objectionwhich Krahmer and Muskensraiseisthat Kamp
and Reyle' streatment of sentences like (1) does not predict correct truth
conditions for them. Suppose that Jane has two cars, one of which isin
the shop, and one of whichisnot. Krahmer and Muskensarguethat (1) is
falsein this case: itstruth requires thatany car which Jane ownsisin the
shop. But the DRSin (17) will comeout true: itssecond disjunctisverified
if there issome car which Jane ownswhich isin the shop®.

We now have two further arguments against the supplemented
disjunct proposal, oneempirical and one DRT-internal. Inthenext section,
| will present Krahmer and Muskens's positive proposal, which aims to
solve both of these problems.

4.2.3. A second DRT proposal: Krahmer and M uskens (1994)

Krahmer and Muskens's proposal is also an anaphora-based one. Their
strategy isto reformulate the accessibility relationsbetween disjunctsso
as to allow a pronoun in one disjunct to access a discourse referent
embedded under negation in another. Thereformulation must still ensure
that adiscoursereferent in another disjunct not embedded under negation
will beinaccessible.

To do this, Krahmer and Muskens introduce what they call passive
discour sereferents. Essentially, passivediscoursereferentsare discourse
referents belonging to aDRS K which is negated. So, for instance, if the
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set of discourse referents of K is{x,y}, then the set of passive discourse
referents of -K (PDR(=K)) isalso {x,y}. It isonly negated DRSs which
have passive discourse referents. For DRSs of any other form, the set of
passive discourse referentsis empty.

Krahmer and Muskens use this notion to define the accessibility
relations between disjuncts. They statethefollowing rule for determining
the set of discourse referents accessible to the sub-DRSsin adisjunctive
condition:

(19) If ACC(K, W K,) = X, then
ACC(K) =X and ACC(K,)=X c PDR(K,)

(19) saysthat no discourse referents — either active or passive — of the
second disjunct are accessibleto thefirst, but that any passive discourse
referents of thefirst disjunct are accessible to the second. Consequently,
whenever the first disjunct of a disjunction is negated, any discourse
referentsit contains will be accessible to the second disjunct.
Giventheseaccessibility rel ations, we can producethe DRSin (20) for

sentence (1):
(1) Either Jane doesn’t have acar, or it sin the shop.

(20

N car®) W | in-the-shop(x)
has{j,x)
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Theinnovation in (20) is that the discoursereferent x introduced by a car
in the first disjunct can be used to translate the pronounit in the second.
This has been licensed by the restatement of the accessibility relations.
Now, what are the truth conditions of (20)? Recall that a DRSis
always evaluated with respect to an embedding function, and is true iff
that embedding function verifies each of the conditions of the DRS. In
standard DRT, the verification conditionsfor adisjunction are asfollows:

(21) Standard verification condition for disjunction
fverifiesaDRS condition K, w K, iff 6g s.t. g is an extension of

fand either g verifiesK, or g verifiesK.,’.

(21) issimply a“translation” into DRT of the standard truth conditionsfor
disjunction. It says, essentially, that a disjunctive condition isverified iff
at least one of the disjunctsis.

If we usethis verification condition to evaluate the DRS in (20), we
find that it assigns the sentence much weaker truth conditions than it
should. For an embedding function will verify the second disjunct of (20)
justin case there is something in the domain which isin the shop. That
something need not be a car belonging to Jane.

So Krahmer and Muskens must not only reformulate the accessibility
relations between disjuncts, but also the semantics for disjunction. In
doing this, they utilizethelogical equivalencebetween disjunctionsof the
form[A or B] and conditionals of theform [if —=A, B]. (Thustheir proposal
too is a kind of logical equivalence proposal.) In standard DRT,
conditionals like (22) are represented as in (23), and have the verification
conditionsgivenin (24).

(22) If
Jane i
has a
car,
it's in z
the car(x) :> in-the-shop(z)
shop. has(y )

eS)
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(24) Verification condition for conditionals
f verifies a DRS condition K,Y K, iff, for every extensiong of f
which verifiesK, thereis an extensionh of g s.t. h verifiesK,,.

What (24) says, roughly, isthat aconditional isverifiedjust in case every
true embedding of K, (the antecedent) into the model can be extended to
atrue embedding of K, (the consequent).

Krahmer and Muskens adopt a parallel condition for disjunction.
What the disjunction condition saysis that a disjunction A or B is true
justin case every false embedding of the first disjunct into themodel can
be extended to atrue embedding of the second. More formally:

(25) Revised verification condition for disjunction
fverifiesaDRS condition K,w K, iff, for every extension g of f

which verifies =K, thereis an extensionh of g s.t. h verifies K.

According to this new verification condition, (20) is verified just in case
every embedding function which maps x to acar Jane ownsalso mapsx to
something whichisintheshop. Sothedisjunctionwill beverifiediff either
Jane has no car or every car sheownsisinthe shop. (Noticethat now the
universality/uniqueness condition is built in to the truth conditions.)

Krahmerand Muskens’ sproposal isformally elegant, but providesno
real insight into the internal anaphora puzzle. It provides no account of
why disjunctions show these oddly reversed accessibility relations.
Moreover, as the dynamic semantic rule for disjunction is now modeled
after that for conditionals, certain differences between disjunctions and
conditionals become puzzling. In particular, if the dynamic semantic
properties of the two constructions are the same, why is it so hard to
iterate conditionals, and so easy to iterate disjunctions?
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The discussion of this proposal brings out an important point. If, as
| shall argue, anaphorabetween disjunctsispossible, thenthenatural way
to represent thisin DRT is to allow disjuncts to be accessible to one
another, andto allow sharing of discoursereferentsacrossdisjuncts. This
is what Krahmer and Muskenstry to do. And thisforcesthem to abandon
the standard semantics for disjunction’. The DRT theorist is thusin a
double bind. To maintain a simple treatment of anaphora, one must give
up on the simple semantics for disjunction; to keep the semantics simple,
one must opt for a non-standard explanation of the anaphora.

4.2.4. Vander Sandt (1992) revisited

Theaccount of presupposition projectiondevel opedin Chapter Threewas
based in part on Van der Sandt's (1992) DRT account of presupposition
and anaphora. In particular, the account builds on the idea that
presupposition accommodation is constrained by general conversational
principles. | do not, however, adopt Van der Sandt's view that
presupposition accommodation is a process analogous to anaphora
resolution, or that presuppositional expressions are akind of anaphor.

Van der Sandt argues that by treating presupposition as a species of
anaphora, an account is provided of the parallelism between anaphora
resol ution and presupposition projection illustrated in examples such as
these:

(26) a.  Either Jane doesn't have ahusband, or he lives elsewhere.

b. Either Janeisn't married, or her husband lives el sewhere.
(27) a.  #Either Jane has a husband, or helives elsewhere.

b. #Either Janeis married, or her husband lives elsewhere.

Disjunction,interestingly, constitutesaproblemfor thisaccount, because
Van der Sandt's treatment of the presupposition projection properties of
disjunction does not carry over to the anaphora case.

Recall that Van der Sandt’ streatment of presupposition projectionin
disjunction relies on accommodation. Presuppositional conditionsin one
disjunct are never bound by conditions in another, as disjuncts are
assumed to be inaccessible from one another. If a disjunct contains a
presuppositional condition which cannot be bound by any condition in
the main DRS (the starting context), the presupposition must be
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accommodated. Where accommodation to the main DRS produces
infelicity,thepresuppositionisaccommodated|ocally, and non-projection
results.

But another tenet of Van der Sandt’s proposal is that pronouns,
unlike presuppositions, cannot be accommodated. When no antecedent
occursinanaccessibleposition, itisnot possibleto simply introduce one,
and uninterpretability is predicted toresult. Consequently, Van der Sandt
lacks an account for the acceptability of examples like (26a) above. The
pronoun in the second disjunct lacks an accessi ble antecedent and, given
Vander Sandt’ sassumptions, nonecan beintroduced (accommodated) for
it. Further, although he would predict both (27a) and (27b) to be
unacceptable, the unacceptability of each involves quite different
mechanisms.

Geurts (1994) points out thedifficulty which internal anaphoraposes
for Van der Sandt’s account, observing that it carries over to his own
theory, which develops and extends Van der Sandt’s approach. Geurts
sketches a possible treatment for anaphora across disjunction, but his
solution introduces new mechanisms for anaphora resolution which are
not utilized elsewhere. What he proposes can be construed as a DRT
version of apragmatic E-type account (see below).

Thedisjunction caseoffersachallengetoVander Sandt'sexplanation
of theanaphora/presupposition parallelism. Heexplainsthe parallelism by
arguing that anaphora and presupposition are subcases of the same
phenomenon, and that the same mechanisms are at work in the
interpretation of each. However, on his view, and on Geurts's view,
different mechanisms must account for the interpretations of pronouns
and of presuppositional expressions in the case of disjunction.
Nonetheless, theintuitive similarities between the phenomenaare asclear
in the case of disjunction asin the case of all other operators.

The view which will emerge from my account is that the
anaphora/presupposition parallelism is a reflection of the fact that the
interpretation of both kinds of expression is constrained by the same
general felicity conditions. Whether a disunction contains a
presupposition trigger or an anaphoric pronoun, it isrequired to meet the
conditionsof Relevant Informativity and Simplicity. Wehavealready seen
how these conditions affect the interpretati on of presupposition triggers.
In the next section, | will show how the same factors affect the
interpretations of pronounsin disjunctions.
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4.3. A FELICITY-BASED APPROACH

4.3.1. Introduction totheaccount

Theinternal anaphora puzzle comes down to three observations, which,
on DRT-type assumptions, seem incompatible:

(A) In sentences of the form [-A and B], anaphora between
conjuncts produces infelicity. The same holds of anaphora
between sentences in sequences of the form[-A;B].

(28) #Jane didn’t bring an umbrella. It was blue.

(B) In sentences of theform[ A or B], anaphora between the clauses
producesinfelicity.

(29) #Either Jane brought an umbrella, or it was blue.

© In sentences of the form [-A or B], anaphora between the
clausesis allowed.

(30) Either Jane didn’t bring an umbrella, or it was blue.

But note now that the samepattern of felicity andinfelicity emergesinthe
absence of anaphora. The sentencesin (31) below show pattern (A), and
exhibit the sameinfelicity as (28).

(31)) a #Jane didn't bring an umbrella. The umbrella she brought was
blue.
b. #Janedidn’t bring an umbrella. She brought ablueumbrella.
c. #Jane didn't bring any umbrellas. Every umbrella she
brought was blue.
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The sentencesin (32) follow pattern (B), and again are infelicitous.

(32) a.  #Either Jane brought an umbrella, or the umbrella she brought

was blue.
b. #Either Jane brought an umbrella, or she brought a blue
umbrella.

c. #Either Jane brought some umbrellas, or every umbrellashe
brought was blue.

But the sentencesin (33), which follow pattern (C), arefine.

(33) a  Either Jane didn’t bring an umbrella, or theumbrellashe brought

was blue.
b. Either Jane didn’t bring an umbrella, or she brought a blue
umbrella.

c. EitherJanedidn’t bringany umbrellas, or every umbrellashe
brought was blue.

For the DRT theorist, the (a) sentences in each set do not necessarily
require an account different from the anaphora examples, for in some
versions of DRT, definite descriptions may be treated just like pronouns
with descriptive content®. Their interpretation requires an accessible
discoursereferent, just like an ordinary pronoun. But even for the DRT
theorist, neither the (b) sentences nor the (c) sentences involve any
anaphora. Nonetheless, the pattern of felicity and infelicity is clearly
smilar.

The contrast between (32b) and (33b) isfamiliar from the discussion
of entailing disjunctionsin Chapter One. (32b) isinfelicitous because one
disjunct entail stheother. Adding negationtothefirst disunct, asin (33b),
eliminates that problem. The contrast between (32c) and (33c) is similar,
although here we cannot directly invoke entailment. Every umbrella Jane
brought was blue does not entail that there is an umbrella that Jane
brought. However, thisis an implicature of normal uses of the sentence.
(If Jane brought no umbrellas then the sentence is trivially true, hence
uninformative, so why say it?) The context update induced by an
utteranceof thesentencewill, innormal circumstances, involveeliminating
any worlds in which Jane brought no umbrellas. Hence (32c) isjust likean
entailing disjunctionintherelevant respect. (33c) isfine, though, because
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the first disjunct expresses the negation of what is implicated by the
second.

Theinfelicity of the sentence sequencesin (31b-c) isalso amatter of
sensible content. If thefirst sentence of (31b) isuttered sincerely, thenthe
second is obviously false. In Gricean terms, the sequence necessarily
involves aviolation of the Maximof Quality: one of these sentences must
beonethat the speaker believesto befalse.(Withtheright intonation, and
a presupposition that there is something very special about blue
umbrellas, this sequence could make sense as meaning something like:
“Jane didn’t bring any old umbrella. She brought aBLUE umbrella.” But
if we make sense of the sequenceinthisway, thenthedisjunctionin (32b)
also makes sense.) Similarly, if the first sentence of (31c) is uttered
sincerely, then the second sentence can only be trivially true and its
utterance involves a violation of the second submaxim of Quantity. In
context update terms, it involves afailure of Relevant Informativity.

Now let’s go back to the definite descriptions in the (a) sentences.
Setting aside the DRT treatment of definite descriptions as anaphors,
these cases are entirely parallel to the (b) and (c) cases. Onthe Russellian
view, the descriptions entail the existence of a satisfier, that is, the
umbrella Jane brought was blue entails that Jane brought an umbrella
Hence, (32a) isruled out becauseit isan entailing disjunction, while (33a),
which isn't an entailing disjunction, isfine. (31a) is odd because the first
sentence denies what is entailed by the second; they cannot be
simultaneously true. On the Fregean/Strawsonian view of descriptionsas
referring expressions, descriptions presupposethe existence of areferent,
which, in this case, would be an umbrella that Jane brought. (The
Russellian view is also compatible with the assumption that definite
descriptions presuppose the existence of a satisfier, which is the view |
will adopt here.) On the Fregean/Strawsonian view, (314) is odd because
of presupposition failure: the first sentence denies what the second
presupposes. In the terms we have adopted, the second sentence will be
infelicitous because the context produced by updating with the first
sentencewill not entail the presupposition of the second. (32a) isruled out
for the same reason as other disjunctionsin which the content of thefirst
disjunct ispresupposed by the second, asdiscussed in Chapter Three. (If
the presupposition isin the context prior to assertion of the disjunction,
then the first disjunct is known to be true; if accommodation is required,
global accommodation will produce acontext in which thefirst disjunctis
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known to be true, and local accommodation will produce an entailing
disjunction.) But (33a) isfine, like other disjunctionswhosefirst disjunct
negates the presupposition of the second.

My claim isthat the pronounsin both (29) and (30) are anaphoric on
theindefinitesin the preceding disjunct, and that on thisinterpretation are
equivalent to the definite descriptionsin the (a) sentencesof (32) and (33).
What iswrong with (29) is not that the anaphoraisnot possible. What is
wrong isthat the resulting sentence violates basic felicity requirements,
in just the same way that the parallel sentence with non-anaphoric NPs
does. This claim extends to the sentence sequence in (28). | repeat all of
the relevant examples below:

(28) #Jane didn’t bring an umbrella. It was blue.

(29) #Either Jane brought an umbrella, or it was blue.
(30) Either Jane didn’t bring an umbrella, or it was blue.

(32a)  #Either Jane brought an umbrella, or the umbrella she brought
was blue.

(338) EitherJanedidn’t bring an umbrella, or the umbrellashe brought
was blue.

The claim is consistent with speaker intuitions about sentences like
(28) and (29). Speakers have no difficulty in saying what these pronouns
mean, and almost always gloss them as the corresponding definite
descriptions. There is a clear contrast here with examples like (34).
Informants will generally say that the pronoun in thiscasedoesn’t “refer”
to anything.

(34) #Every man camein. He sat down.
As speakers seem not to have any difficulty in saying what the pronoun
in sentences like (35) means, there seems no reason to say that the

pronoun is uninterpretable:

(35) Either he doesn’t have an umbrella, or he doesn’t want to useit.
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This felicity-based approach to anaphora“failure” hasbeen hinted at
in the literature by both Heim (1990) and Neale (1990). Heim raises the
possibility of this approach in her discussion of a pragmatic E-type
treatment of anaphora®, where she notes that her proposal allows for
anaphoric links in the following sentences, even though “there are no
anaphoric readings available intuitively.”

(36) #John owns no sheep; and Harry vaccinates them,.
(37) #John doesn’t own acar;,, and he drivesit; on Sunday.

Heim goes on to discuss the way in which Evans (1977) rules out such
cases. He proposestwo semantic restrictionson the applicability of the E-
type pronoun rule, which rule out certain kinds of NP in certain contexts
as antecedents for E-type pronouns. But, Heim notes, “we don’t need to
follow Evans in this respect: the antecedency relations he rules out by
means of [semantic restrictions] are already ruled out as presupposition
failures’ (p.174).

On the version of the E-type analysis that Heim considers, E-type
pronouns are interpreted as definite descriptions constructed from the
antecedent clause, and these descriptions are assumed to be referring
expressions. Thus, they don’t entail the existence of a satisfier, but they
do presupposeit. So, for instance, (36) isinterpreted as (38). (Exactly how
thisinterpretation is derived will become clear later.)

(38) #John owns no sheep and Harry vaccinates the sheep John owns.

If the first disjunct of (38) istrue, then the description in the second fails

to denote: hence, the peculiarity of the sequence.
Heim points out that thereisno presupposition failure in the parallel

disjunction:
(39) John owns no sheep or Harry vaccinates them.
Hence, the disjunctionis allowed.

Neale makes essentially the same point. With respect to exampleslike
(36) and (37), he says:
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The syntactical and semantical rulesof thelanguage should not conspire
to block [such] examples; they are perfectly well-formed. The problem
is simply that, in the normal course of things, it would make no
practical sense to use these sentences ... Consider [(36)]: theanaphoric
pronoun will come out as [“the donkeys John owns’], so the sentence
as awhole will be straightforwardly contradictory® (p.232).

To spell out thisfelicity-based approach, | turn now to the E-type account
of anaphorawhich | shall adopt.

4.3.2. TheE-typeaccount of anaphora
4.3.2.1. Abrief overview of E-type accounts

Theterm E-type goes back to Evans (1977, 1980), who coined it asaname
for pronouns which are dependent for their interpretation on a
quantificational NP, but are not bound by thisNP. Asl, like Evans, have
been taking indefinites to be expressions of existential quantification, all
of the pronouns discussed in this chapter fall under Evans's
characterization. Some further examples of E-type pronouns are given in
(40-42):

(40) Jane owns a cat. She takes good care of it.
(42) If Jane gets a cat, she will take good care of it.

(42) Everyone who owns a cat should take good care of it.

Evans argues that E-type pronouns are referential expressions whose
referenceis fixed via a definite description constructed from the content
of the pronoun’s antecedent clause. Roughly, he analyzes E-type
pronouns as referring to that object, or those objects, which verify the
antecedent clause.

Other authors have argued that E-type pronouns simply go proxy for
definite descriptions. That is, the semantic value of an E-type pronoun
simply is the value of some definite description. This is the most
commonly discussed version of the E-type account. Among the most
developed proposals along these lines are those of Cooper (1979) and
Nedle (1990), but the suggestion appearsin avariety of sources, including
Karttunen (1971) and Davies(1981). Inthelinguisticliterature, theterm E-
typeaccount or E-typeanalysisisused asageneral namefor any account
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in which pronouns of the relevant class are treated as semantically
complextt. In most such accounts, though, the pronouns are taken to be
related in some way to definite descriptions.

Proponents of E-type accounts differ in the semantics they assume
fordefinitedescriptions. Cooper and Neal e both adopt the Russellian view
of definite descriptions, according to which a sentence containing a
definite description asserts the existence and uniqueness of a satisfier of
the description. The denotation of a definite description the F, on this
view, isthat of the following logical expression:

(43) 2PBX[F(X) & Uy [F(y):x=y] & PIX]

Heim (1990), on the other hand, in giving her E-type account, assumes a
Fregean treatment of definite descriptions as referential expressions. On
this view, sentences containing definite descriptions do not assert the
existenceof asatisfier, but presupposeit. A sentence containing adefinite
description therefore entails the existence of a satisfier asit can be true
only if the presupposition istrue.

The assumptions about the semantics of descriptions have some
consequences for the predictions of the E-type analysis. A strict
Russellian, for example, will be committed to uniqueness/universality
being part of the truth conditional content of an E-type pronoun, as
uniqueness is part of the truth conditional content of a description.
However, the adoption of an E-type analysis does not commit oneto any
particular view of the semantics of definite descriptions. The analysisis
compatible with viewing descriptions as quantificational, asreferential, or
as ambiguous between the two, as presupposing or as non-
presupposing.’? In my exposition, | will follow Neale in assuming a
Russellian semantics for definite descriptions®.

E-typeaccountsareal so distinguished from oneanother inthemeans
used to determine the content of the description denoted by the E-type
pronoun. Broadly, a distinction can be made between structural E-type
accounts and pragmatic E-type accounts. Structural E-type accounts
derive the content of the description, in one way or another, from the
structure and content of the clause containing the pronoun’ santecedent.
Evans'soriginal account isastructural account, asisNeale's. Pragmatic
E-type approaches rely primarily on salient aspects of the context to
provide the content of the description. Cooper (1979), for instance,
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translates E-type pronouns as Russel lian definite descriptions containing
afreevariable over properties. He assumes that this variable is assigned
avalueby thecontext. Heim (1990) sketchesapragmatic account (adopted
in Stone (1992) and Chierchia(1995)), according to which E-type pronouns
denote the value of some contextually-given function for an argument
which may itself be provided by the context.

There are difficulties associated with both types of E-type account.
Pragmatic E-typeaccounts, beinginference-based, suggest that apronoun
should be ableto refer to any individual (actual or possible) made salient
by the context. However, there are data which suggest that the possible
interpretations for an E-type pronoun are syntactically constrained in
some way, as Heim (1990) discusses. These data include the difference
between (44) and (45), first presented in Heim (1982) as evidence against
a Cooper-style theory of E-type anaphora:

(44) Every man who has awife sits next to her.
(45) Every married man sits next to her.

AsHeim says, “the two phrases [man who has a wife and married man]
mean the same, so understanding one should put the listener into the
same psychol ogical stateasunderstandingtheother. Hencethepronouns
in [(44)] and [(45)] should have exactly the same range of available
readings.” Asthey do not, Heim concludesthat “ psychological salience
of an appropriate function [or property] is not sufficient for a pronoun to
receive an anaphoric reading; certain formal properties of the preceding
text seem to be relevant aswell.”

On the other hand, context and contextual inferences do often play a
role in determining the interpretation of a pronoun. We will encounter
some such exampleslater in this chapter, and in the next. This, of course,
creates difficulties for structural E-type accounts, which tend to under-
generate possible readings. To alow for contextual effects, structural
accounts must generally make some allowances for modifications in the
descriptive content derived from the linguistic context. (Neale, though,
argues that the effects of context on E-type pronouns simply mirror the
effects of context on explicit definite descriptions, and so do not
constitute an argument against the E-type account he proposes.) The
account | will adopt isastructural account, largely based onthat of Neale,
so | will haveto contend with thedifficulties caused by contextual effects.
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However, aswewill seg, thestructural account makesaccurate predictions
with respect to many core cases.

4.3.2.2. Presentation of the E-type account

The syntactic framework | assume in developing this account is that of
Government and Binding Theory (Chomsky 1981, 1986a, 1986b), although
my syntactic representations will often be greatly simplified for the sake
of perspicuity. The crucial assumption which | take over from thistheory
isthat the level of syntactic representation which serves as input to the
semantic component is Logical Form (LF), which is derived from S
Structure by applications of Movea. In particular, | assumethat at LF, all
scope-taking expressions move to a syntactic position which determines
their semantic scope. Of most relevance to us is the LF movement of
quantificational NPs (QNPs), which | assume to undergo Quantifier
Raising (QR). QR adjoinsan NPto the minimal | Pwhich dominatesitsbase
position, leaving a coindexed trace in the extraction site. As | take both
definite and indefinite NPsto be QNPs, | assume that these, too, undergo
QR. | assume, following Heim and Kratzer (1998), that application of QRis
marked syntactically by adjoining theindex of theraised NPtothelPfrom
whichtheNPisextracted. | will call sentence constituentsof theform[i [ P]
indexed | Ps. The process of QR producesstructureslike (47), whichisthe
LF of sentence (46). Note that subscripts on nodes indicate co-indexing.
Other numbering is for identification only.

(46) George loves awoman.
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(47)

1)

Nq/1>>n\
4 WwOoIhaAnN |N.lP r
George
N
Y NP

(48) loves 4
sho

ws alinear representation of the same structure.
(48) [p2 [npr @Woman] [1 [, George lovest, ]]]

I will notinterpret thesestructuresdirectly, but proceed by providing
translations into a type theoretic language with lambda abstraction. The
translation language is quite standard, so the representations should be
fairly transparent. The syntax and semantics of the translation language
are given in full in the Appendix. Following Chierchia and McConnell-
Ginet (1990), | call the translation of a sentence into this language its
logical form, or semantic logical form. This, of course, is to be
distinguished from the syntactic LF. It is the logical forms of antecedent
clauses which will provide the interpretations of E-type pronouns.

| adopt a Generalized Quantifier treatment of quantified NPs. On this
view, determiners such asa, the, every and most denote rel ations between
sets or, in functional terms, functionswhose domain and range arethe set
of functions from individuals to truth values. (In the definitions which
follow, | utilize the set theory terminology.) The first argument of this
relationisprovided by the denotation of the N-bar. Adopting terminology
from Heim (1982), we will call thisargument therestrictor of the QNP. The
second argument of the relation is provided, roughly speaking, by the
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predicate with which the QNP combines. However, as QNPs always
undergo raising at LF, this predicateis not the VP, but the denotation of
the indexed I P. Thissecond argument wewill call thenuclear scope of the
QNP.

Thelogical forms of LFswill be derived viathe following translation
procedure;

(49) Translation Procedure
Let all abbreviate “the translation of a into the translation language.”

A. Translationsfor terminal nodes

i. Lexical items:
If a is anon-pronominal lexical item, then al is a constant of the
appropriate type. Special note: The translations of determiners are
constants of type +et, +#et, t,,.

ii. Special lexical items (Logical constants):
a om=w
b. NEGI=-

iii. Traces
N =X

B. Tranglationsfor non-terminal nodes
Let a be anon-terminal node:

i. If aisanon-branching node with daughter 3, then a\ = 3.

ii. If ais abranching node with daughters3 and ?, and R0 ME,,;, and
AOME,, then aN = 3\(aN).

iii. Ifaisanindexed IP[i IP], thenal=?x IR

A few comments arein order with respect to the rules above. Inapplying
rule A.i. | makethe usual assumptions about thetypesto which syntactic
categories correspond. In particular, | assume that intransitive verbs and
nominal predicates are of type +et,, and transitive verbs are of type
tetet,,. Proper names, | take to be expressions of type e. | will generally
represent thetranslationsof proper namesby alower caseletter (e.g. Jane
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=j.) Asl am not concerned here with the composition of predicates, | will
treat complex predicates such as VPs containing PPs or adverbials as
unanalysed units. Inaddition, | will freely substitute functional constants
with the equivalent lambda abstracts where this aids perspicuity.

Rule A.ii.a. says that or is translated with the logical symbol “w,”
which has the semantics of logical inclusive disjunction. The preceding
chapters, in particular Chapter Two, constitute arguments that thisis all
we need to assume about the semantics of or in order to account for its
behavior. Unlike or, however, “ w” issolely asentential connective. Inthe
next chapter, we will introduce a cross-categorial treatment of or as
Boolean join. At the level of the clause, Boolean join is equivalent to
inclusive disjunction. Aswe will discussonly clausal disjunctionsinthis
chapter, | delay the more complex treatment until it is needed.

Therulesin section B provide atype-driven translation procedurefor
non-terminal nodes. These rules are based in part on the type-driven
interpretation rulesinHeimand Kratzer (1998). RuleB.iii. saysthat indexed
IPs are translated by abstracting over the variable x which is the
translation of the trace of QR.

The determiners, including a and the, are translated as constants of
type +et,,+et, t,,, and | take these constants to have more or less the
interpretations offered in Barwise and Cooper (1981). Specifically, | adopt
aRussellian semantics for definite and indefinite descriptions. | take the
truth conditions of sentences in which a definite description has widest
scope to be as shown in (50). The truth conditions of sentencesinwhich
indefinite descriptions have widest scope are as shown in (51). For
comparison, | show in (52) the truth conditions of sentences in which
QNPs formed with every have widest scope.

(50) EtheN(PY)(QU)ie = 1 iff EPVICLEQUI O and *EPNie*= 1
(52) Eall(PV)(QU)ic = Liff EPVCLEQW O
(52) Eevery N(P)(QU)ie = 1 iff EPN® FEQUE

The superscripted “c” attached to the interpretation brackets
indicates that theinterpretation functionisrelativized toacontext c. | take
it that when we say Every woman is wearing a hat, we are quantifying
over arestricted domain of women. Similarly, when we say the woman is
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wearing a hat, | assume that we are asserting the existence of a unique
hat-wearing woman in aparticular domain. | assumethat thisrestrictionis
contextually given. Just what the mechanisms of domainrestrictionareis
an unresolved issue which lieswell beyond the scope of thisinquiry. (For
discussion of thistopic, seeVVon Fintel (1994)). However, | do assumethat
the same mechanisms of domain restriction apply in the interpretation of
E-type pronouns.

This concludesthe preliminaries. Let’ s turn now to the central points
of the E-type account itself.

An E-typepronoun, by definition, hasaquantificational NP (QNP) as
antecedent. It is not the job of the semantics to say how a hearer selects
an antecedent for a given pronoun, but it will be important to have away
of formally marking the antecedent-anaphor relation. To do this, | will
adopt a suggestion made by Heim (1990): | assume that antecedent-
anaphor relations are determined at LF by co-indexing. In constructing
LFs, we freely index NPs, in accordance with certain syntactic well-
formedness constraints. The antecedent of a pronoun is that NP with
which the pronoun is co-indexed. If apronoun is co-indexed with a QNP
whichdoesnot bindit, thenthepronoun receivesan E-typeinterpretation.

Once the antecedent has been identified, we can identify the
antecedent clause, which | define asfollows:

(AC)  Deéfinition of Antecedent Clause
The antecedent clause for a pronoun P co-indexed with a
quantified NPQ, occurring in an LFf istheminimal |Pcontained
inf that dominates Q.

Because E-type pronouns always have QNP antecedents, and
because QNPs always adjoin at LF to the IP in which they originate, the
antecedent clause of the E-type pronounswe consider herewill alwaysbe
of theform[, [ysDet N [i IP]]*. To take a concrete example, consider (53),
in which the pronoun is co-indexed with the QNP a woman. The
antecedent clause of the pronoun isthe highest IPin (54). (In (54), | have
again given the syntactic representation in theform of atree, and linearly,
using label ed bracketing. From now on, | will generally usejust thelinear
form.)

(53) A woman; issinging. She, hasafine voice.
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(549)
IPE
AN
A Wornar NPi VP

t 15 singing
. [ipz [npr@Woman][;p,1[t, issinging]]]

Thelogica form of such astructure will always be of the form:
(55) Dethi(R)(G)

where Rl is the translation of the N-bar of the QNP, and @ is the
translation of the indexed IP™. Let’s see how this is derived by the
translation procedure:

(56)

i. NPAN=x

ii. VRI=is-singing\

iii. [PIN= VPN(NP) = is-singing\(x,)
iv. [LIPIN="?x.is-singing\(x)

v. NP = ai(womanl)

vi. P2\ = al(womanh)(?x,.is-singingN(x,))

We now give atranslation rule for E-type pronouns. The rule says
that the translation of the pronoun is that of a definite description. The
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content of this description is derived by ?-abstraction over the
conjunction of therestrictor and the nuclear scope of theantecedent QNP.
More precisely:

(PR)  PronounRule
If ais an E-type pronoun with antecedent clausef whoselogical
form is DetN(F)(QY), then al = the(?x.FI(X)& QI(X)).

4.3.3. Afdicity-based solution to theinternal anaphora puzzle

We can now apply the E-type account to theinternal anaphoracases. On
this account, there is nothing to prevent pronouns in one disjunct from
being anaphoric on a QNP in another. However, in some cases, as
discussed above, thisanaphorawill resultin entailing disjunctions, which
are ruled out for independent reasons. Let’s begin, in fact, with these
cases.

We return to the original example (2):

2 #Either Jane has acar, or it sin the shop.

The pronoun it is given as co-indexed with the indefinite a car. By (AC)
above, the antecedent clause of the pronoun will be the smallest IP
dominating the indefinite at LF. The LF of thefirst disjunct of (2) isgiven

in (57).
(57) [ippacar; 1[p; Jane hast,]]

IP2 isthe minimal |P dominatinga car, and so isthe antecedent clausefor
the pronoun. Thelogical form of this clauseis (58):

(58) al(cart)(?x,.hasl(x)()))

Theclausethushasthekind of logical form required by the Pronoun Rule.
By thisrule, thetranslation for the pronoun is (59):

(59) theN(?x.car(x) & ?x,.[hash(x)()](X)) =
theN(?x.car(x) & has(x)(j))
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Thisisalso the translation for the descriptionthe car that Jane has The
disjunction, then, is equivalent to the sentence in (60).

(60) #Either Jane owns acar, or the car Jane ownsisin the shop.
More precisaly, it hasthe logical formin (61)%:
(62) ali(cam)(?x;.hash(x,)(j))wtheN(?x.car(x) & hash(X)(j))(?%,.in-the-shopN(x,)

Now, | have said that under my assumptions, the second of these
disjuncts entailsthefirst. L et usseethat thisindeed followsfromthetruth
conditions| gavein (50) and (51). Thisisstraightforward. L et usshow that
for any predicatesF, G and P:

(62) the\(?x RI(X)& GI(X))(P) entails al(R)(QY)

By (50), EtheN(?x.RI(X)& GI(x)) (P = 1 only if E2x.A(X)& QIX)ICLERNC O . If
this condition holds, then it must be the case that neither intersected set
isitself empty, i.e. it must be the case that E?x.RI(x)& QXN Oi. If thisis
the case, then also E2x.RIX)I°1E2x.QIX)c O . By (51), these are just the
conditions under which Eal(A)(QV)i°=1. Hence, (62) holds.

Wethusseethat thecross-disjunct anaphorain (2) isstraightforward,
but results in a disjunction in which one disjunct entails the other, and
which thus violates Simplicity.

(1) differs from (2) only in the presence of negation in the first
disjunct. But because of the negation, the disjuncts will not entail one
another:

@) Either Jane doesn't have acar;, or it;' s in the shop.

As before, we begin by identifying the antecedent clause of the pronoun,
that is, the minimal IP dominatinga car. The LF of thefirst disjunctis:

(63) [1ps NEG[;p, acar; 1[p, Jane hast,]]]
| am assuming that negation is an operator whose L F position determines

its semantic scope with respect to other scope bearing expressionsin the
clause. Here, negation is adjoined at the highest position. It must be
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higher than the indefinite a car, because the sentence meansthat it isnot
the case that there is a car which Jane owns. It does not mean that there
is acar whichisnot owned by Jane, whichistheinterpretation that would
result from adjoining negation below the indefinite.

In this case, it is not the LF of the entire disjunct which constitutes
the antecedent clausefor the pronoun, but the constituent I1P2. Thisisthe
minimal | P dominating the antecedent QNP. IP2isidentical tothe LF of the
first digunct of (2), which was the antecedent clause for the pronoun in
that example. As the pronouns in (1) and (2) have identical antecedent
clauses, they have identical translations. The logical form of the entire
digunction is thus as in (644a), which is identical to the logical form of
(64b):

64) a  —[al(can)(?x,.hasl(x)())]wtheN(?x.car(x)& hasi(x)(j))(?X,.in-the-

shoph(x,)
b. Either Jane doesn’'t have a car or the car Jane hasisin the
shop.

Obviously, there is no entailment between the disjuncts in this case.
Indeed, the disjunction meets all of thefelicity conditionsondisjunction,
and hence is acceptable. The internal anaphora puzzle is thus solved
without postulating any special constraints on anaphora itself. The
constraints which render sentence (2) infelicitous are the felicity
conditions on disjunction, which themselves are motivated in terms of
general conversational principles.

The internal anaphora puzzle was originally posed with a sentence
involving anegative QNP, and not sentential negation. For completeness,
let me show that the account given extends straightforwardly to thiscase.
The original example, due to Barbara Partee, is given in (65):

(65) Either there’s no bathroom in this house, or it;'sin afunny place.

The first disunct of (65) is a there-insertion sentence. The precise
structure of such sentencesissomewhat controversial, but the niceties of
the syntactic debate are not relevant here. What is relevant for our
purposes isthe basic structure of the LF. Whatever the details, the NPno
bathroom moves to the subject position (either replacing there or
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adjoiningtoit) and then movesagain by QR to adjointo the | P. Theresult
isshownin (66):

(66) [,p, N0 bathroom, 1[5, t; isin thishouse]]

(66), then, will be the antecedent clause for the pronounin (65). Itslogical
formisgivenin (67):

(67) nol(bathroomil)(?x,.in-the-housel(x,))

Again following the Pronoun Rule, the transl ation for the pronoun comes
out as (68), which is identical to thetranslation of the bathroomwhichis
in this house. The sentence as awhole thus has the logical formin (69):

(68) theN(?x,.bathroomi(x)& in-this-housai(x))
(69) nol(bathroomi)(?x,.in-the-housal(x,)) w thel(?x.bathroomi(x)& in-
this-houseal(x))(?x.in-a-funny-placel(x,)

This is equivalent to “either there’'s no bathroom in this house, or the
bathroom whichisinthishouseisin afunny place,” just as desired.

4.34. Summary

Theinternal anaphora puzzle turns out to be a puzzle about disjunction,
not about anaphora. The solution is quite simple: anaphora is possible
across disjunction, but in some cases, the anaphora will produce an
entailing disjunction. Such disjunctions are infelicitous for the reasons
discussed in Chapter Two.

But not all theories of anaphora make it possible to articulate the
felicity-based solution. Aswe saw intheprevioussection, when anaphora
is accounted for as variable-sharing, or as dynamic binding, allowing
anaphora acrossdisjunctsbecomesproblematic, for itisthen not possible
to evaluate the disjuncts independently. On the E-type account of
anaphora, pronouns are dependent for their interpretation on aspects of
the linguistic context (the antecedent clause), but the clausein which the
pronoun appears nonethel ess expresses a complete proposition. Hence,
inthe case of disjunctions, we can ask whether the propositionsexpressed
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by the disjuncts are appropriately related, even when one disjunct
contains a pronoun with an antecedent in another.

The effects of the E-type account can be replicated in DRT through
the use of accommodation®’. But the data constitute a challenge to pure
variable-sharing/dynamic binding theories of anaphora

4.4. FURTHER DATA

The E-type account | have adopted does impose constraints on possible
anaphora. In order for agiven QNP to serve as antecedent to a pronoun,
theminimal | P containing the QNP must have an appropriate structureand
logical form. In section 4.4.1., | will present further internal anaphoradata,
which, | will argue, need to be explained in terms of the structural
constraints on anaphora.

Insections4.4.2.and 4.4.3., I’ ll discusstwo different kindsof apparent
counter-examples to the E-type account. | will arguethat what isinvolved
in thesecasesisnot E-typeanaphora. Although these datarai seanumber
of questions, they do not constitute a challenge to the E-type account
given.

4.4.1. Narrow scope antecedents
Observefirst the contrast between our old example (1), and example (70):

(N Either Jane doesn’'t have a car,, or it sin the shop.
(70) #Either most people don’'t have acar, or it sin the shop.

The only difference between the two is that the first disjunct of (1)
contains only one QNP — the intended antecedent — while the first
disjunct of (70) contains two QNPs, with the intended antecedent taking
narrow scope.

Because the antecedent in (70) has narrow scope, thelogical form of
the minimal |P dominating it will be an open sentence containing a free
variable. This iseasily demonstrated. (71) givesthe LF of thefirst disjunct
of (70):

(71) [,p, most people, 2[;p3 NEG[ip, acar; 1[5, t, havet, ]]]]
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Therelative scopes assumed here reflect the normal interpretation given
to the clause: most people are such that it isnot the casethat thereisacar
that they own. Theminimal IPdominatinga car, the intended antecedent,
is1P2, which has thelogical form:

(72) ali(car)(?x,.hash(x,) (%))

Thevariablex, isfreein this expression.

Now, suppose we usethisto construct atranslation for the pronoun,
and determine the logical form of the entire second disjunct using this
translation. What we will get is (73):

(73) thel(?x.ca(x) & has(x)(x,))(?x..in-the-shopli(x,))

The free variable is carried over, with the result that the pronoun-
containing clauseitself translatesinto an open sentence. Following Neale
(1990: 246), | assume that such interpretations are ruled out. An E-type
pronoun thus cannot have an antecedent clause which contains a free
variable®®,

This structural constraint accounts for afairly robust intuition that
anaphora between a pronoun in one disjunct and a narrow scope QNP in
another is not possible. Here are some further examples.

(74) #Either no student attended a seminar;, or it; was very dull.
(75) #Either several chairwomendidn’twriteareport;, or it; was misplaced.

The account given for the infelicity of these examples is quite different
from the felicity-based account given for examples like (2):

%) #Either Jane has acar;, or it;' s in the shop.

(74) and (75) are infelicitous because the pronoun they contain is
uninterpretable. Structural constraints rule out an E-type interpretation,
and as there is no context, there is no way to use material from the non-
lingui stic context tointerpret them. However, theimpossibility of anaphora
here has nothing to do with disjunction per se. Anaphora between a
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narrow scope indefinite and a pronoun in a conjoined or concatenated
sentenceis also impossible:

(76) #No student attended a seminar,. It; was very dull.

The constraints we observein (70), (74) and (75) are constraints affecting
anaphoragenerally. There isthus no evidence from these exampl es that
anaphora across disjunction is restricted by anything other than the
felicity conditions of disjunction and the structural constraints which
affect all instances of E-type pronouns.

4.4.2. Non-E-typeunbound anaphora

In the following example, the pronoun in the second disjunct apparently
can be understood asanaphoric onthe narrow scopeindefiniteinthefirst:

(77) Either no one brought a corkscrew;, or it;' s in the picnic basket.

However, given the conclusions of the previous section we would not
expect any E-type interpretation for the pronoun to be available, as the
intended antecedent has narrow scope with respect to another QNP.

It is not the case that indefinites under the scope of a no-NP can
alwaysbe accessed by E-type pronouns, asillustrated by (74) above, and
by (78).

(78) #Either no one brought a book, or it sin the picnic basket.

So we do not want to explain this case in terms of the structure or of the
quantifiersit contains, but rather in terms of its content.

What seemsto distinguish (77) isthe expectation that therewoul d be
one and only one corkscrew at a picnic. When someone saysthat no one
brought a corkscrew, they mean that no one brought the one corkscrew
that was expected to be brought. In contrast, when someone saysthat no
one brought abook, they (generally) did not expect any particular book to
be brought in thefirst place. Perhaps, then, the pronoun in (77) does not
receive an E-type interpretation, but in some sense refersto the expected
corkscrew.
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Kripke (1977) and Lewis (1979b) both raise the possibility that an
indefinite description might have the effect of raising the salience of an
individual presumed to meet the description. Inthisway, indefinitesmight
“pavetheway for referring expressionsthat follow” (Lewis, p. 243). Neale
(1990: 199) points out that the E-type account he proposes does not rule
out the possibility of there being other strategiesfor theinterpretation of
unbound pronouns, and suggeststhat “referential and [ E]-type accounts
of unbound anaphora are complementary rather than competing.”

Lewis's example of an indefinite “paving the way” for a referring
expression isthe sequence:

(79) A cat; ison the lawn; he, looks like a stray to me.

Here, he suggests, the pronoun refers to the cat that prompted the
utterance of thefirst sentence, thisbeing, no doubt, aparticular cat. Inthe
case of the disjunctive example, though, it seemsless straightforward to
say what the pronoun might refer to. After all, it is seemingly theabsence
of any corkscrew which prompts the utterance.

Some recent semantic treatmentsof specificindefinitessuggest away
to produce referential effects without saying that the pronoun in (77)
refers. Reinhart (1995) suggests that the indefinite article, in some cases,
denotes avariable over choicefunctions. A choicefunctionisafunction
which takes as argument a set of individuals, and returns as value an
individual from that set. The argument of the choice function denoted by
the indefinite article is provided by the denotation of the N-bar. The
indefinite NP as a whol e thus denotes the value of a choice function for
that argument. When the indefinite article has a choice function
interpretation, the denotation of the NPisan individual.

Kratzer (1995) adopts this treatment for specific indefinites,withone
modification. While Reinhart assumes that the choice function variables
may be bound by freely inserted existential operators, Kratzer suggests
that the choicefunction variableisassigned avalue—aparticular function
— in context. In this sense, the indefinite article is like an unbound
pronoun: it denotes a variable whose value is fixed by the context. As
before, the argument of the function is given by the denotation of the N-
bar. So, for example, when the indefinite article is understood in thisway,
the NP a corkscrew denotes f(Ecorkscrewdl), where fis some contextually
given choice function. Applied to the denotation of corkscrew, the
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function will return some member of that denotation. In other words,
f(Ecorkscrewdl) is some specific corkscrew.

Suppose that we take the indefinite in (77), repeated here, to have a
choice function interpretation:

(77) Either no-one brought a corkscrew, or it’sin the picnic basket.

We can then take the interpretation of the pronoun to be identical to the
interpretation of theindefinite: the pronoun, in other words, isinterpreted
asacopy of its antecedent. So the sentence comes out as something like
this:

(80) Either no-one brought f(Ecorkscrewd), or f(Ecorkscrewdl) isinthepicnic
basket.

Assuming that the value of fis the same in each case, the value of the
pronoun will beidentical to the value of the indefinite: whatever member
of the set of corkscrewsisreturned as the value of f.

Treating the pronoun in (77) as a copy of its antecedent makes it
much like a pronoun anaphoric on an ordinary referential antecedent like
aproper name. These, weassume, refer towhatever their antecedent refers
to. The simplest way to represent this co-reference is to assign the
pronoun the semantic value of its antecedent. This is just what | am
suggesting here. Evans (1977) also recognizes that some instances of
unbound pronouns are best treated as copies of their antecedents, as
originally suggested by Geach (1962) for exampleslike:

(81) A man who takeshistax form to hisaccountant iswiser thanone who
takesit to his psychic.

Evans takes Geach to be correct in treating theitalicized pronounsin (81)
as “pronouns of laziness,” which essentially go proxy for arepetition of
their antecedents.

Treating certain unbound pronouns as pronouns of laziness also
provides an account of another set of apparent counterexamples to the
cdams of the E-type account. These examplesinvolve specific readings of
asyntactically narrow scope indefinite, asin:
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(82) Either several chairwomen didn’t sign a (certain) report;, or it; was
misplaced and never got to the director.

Thepronouninthissentenceisinterpretableonly if theindefiniteisgiven
a “specific” reading. On this reading, the sentence as a whole is
paraphrasable as:

(83) A certain report was not signed by several chairwomen, or that
certain report was misplaced and never got to the director.

If we assumethisreading to be produced by scoping out theindefinite, we
getthe LF in (84) for the first disjunct:

(84) [ipsareport, 1], pzseveral chairwomen, 2, p,NEG [;p,t, signed ty]]]

Now, if the pronoun in the second disjunct is an E-type pronoun
anaphoric onareport, itsinterpretation would be the description:

(85) the(?x.reportN(x) & [severall(chai rwomeni)(?x,.—signii(x)(%,))])

paraphrasable as “the report that several chairwomen didn’t sign.” This
is not the actual interpretation of the pronoun. Indeed, assigning the
pronoun thisinterpretationwould resultinan entailing disjunction, for the
disjunction as awhole would be equivalent to:

(86) There is areport that several chairwomen didn’t sign, or thereis a
uniquereport that several chairwomendidn’t signthat wasmisplaced.

We can solve this problem by assuming that theindefinitein thefirst
disjunct receives a choicefunctioninterpretation, and that the pronounis
apronoun of laziness, interpreted as a copy of itsantecedent. This gives
us, roughly:

(87) Either several chairwomen didn’t sign f(Ereportf), or f(Ereportll) was
misplaced and never got to the director.

So the pronoun will straightforwardly pick out the same object as the
specific indefinite antecedent.
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There is a further set of counterexamples which might also be
amenabl e to atreatment along these lines. Consider thefollowing (based
on an example from Kamp and Reyle (1993)):

(88) Either Jane owns a Porsche which | have seen race past our house
several times this morning, or George ownsiit.

This sentence has the form of those which were ruled out as entailing
disjunctions. If the pronoun is given an E-typeinterpretation, the second
disjunct will come out as “George owns the Porsche which Jane owns
which | have seenracepast our house several timesthismorning.” Onthis
reading, it entail sthefirst disjunct. However, asKamp and Reyle observe,
the sentence is felicitous only because the indefinite lends itself to a
specific reading. If the descriptive content of the indefiniteisreduced, so
isthefelicity of the example:

(89) ?Either Jane owns a Porsche, or George ownsit.

Ass these indefinites seem to be required to be specific, we can assume
that they are interpreted as choice functions, and that the pronouns in
these examples are pronouns of |aziness. But the issue is complicated by
the fact that plural NPs can also license this kind of anaphora:

(90) Either Jane has bought several jazz records, orshe’' sborrowed them.

We could again treat the pronoun as a pronoun of laziness,
interpreted asacopy of itsantecedent. Then the sentencewould havethe
same interpretation as:

(92) EitherJanehasbought several jazz records, or she’ sborrowed several
jazz records.

But this does not quite capture the intuitive interpretation of (90), which
is something like:

(92) There are several jazz records which Jane has either bought or
borrowed.
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To analyze (90) in theway suggested for (88), wewould haveto posit
something like a choice-function interpretation for plural NPs. Thiscould
be implemented by assuming afunction which takes as argument a set of
sets, and returns a single member of that set as value. However, to
consider whether such atreatment of plural NPs is desirable lies outside
the scope of the current work.

The point of this discussion is to acknowledge that the E-type
strategy isonly one of the strategies available for interpreting unbound
anaphoric pronouns. The claim the E-type theory makesis that unbound
pronouns may be interpreted as definite descriptions, and when they are
so interpreted, the description is constructed in the manner prescribed by
the account. | think the “copy” strategy a good candidate for another
interpretation strategy; and there may be more. It is not, however, my
intention to attempt here a complete theory of unbound anaphora.

The examples discussed in this section are compatible with the claim
madeinthe earlier part of the chapter with respect to the core exampl es of
internal anaphora. These, | argued, do not show that anaphora across
disjunction is ruled out, but merely show the workings of the felicity
conditions on disjunction. In the previous section (4.4.1.), | showed that
where pronouns are to be interpreted as E-type, structural constraints
prevent anaphora in some cases. But this is not due to any special
property of disjunction. The examples discussed in this section indicate
that anaphora across disjunction isfreer eventhan allowed by the E-type
strategy, as other interpretation strategies for pronouns may be available
when the E-type strategy is not. Disjunctionitself, then, isno obstacleto
the formation of anaphoric relations.

4.4.3. Pleonastic pronouns

Inthisfinal section, | will discuss another set of exampleswhich raise an
interesting problem for the syntax of disjunction and the syntax-semantics
interface. Solving this problem lies outside the scope of the current
investigation, but as it involves what at first blush looks like anaphora
across disjunction, it warrants discussion here.

The problematic examples are of the following type:

(93) Several peopledidn’'t eat at all, or they brought their own food.
(94) Most peoplein this building don’t own acar, or they park el sewhere.
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First, an observation about the judgments. | myself find these sentences
quite peculiar, as did some of my informants. A number of other
informants, though, havetold methat they find them acceptabl e, although
(to varying degrees) slightly awkward. Judgments vary from example to
example, even when the structure is the same. However, al of my
informants, to the extent that they are abletointerpret the sentencesat all,
agree on the interpretation, so these facts are quite robust.

Next, before we proceed, | need to say something about the
interpretation of plural E-type pronouns. Following Neale (1990), | will
assume that plural E-type pronouns may be interpreted as plural
descriptions. Let “thel” be the translation of the plural definite article.
Thetruth conditionsof asentence containinginwhichaplural description
has widest scope are givenin (95).

(95) Ethei(RY)(Q)iE = 1 iff ERNEF EGE and | ERIE|> 1

i.e.iff all F'sinthe context are G and there is more than one F.

Whether adescriptionissemantically singular or plural isdetermined
by the syntactic number of the N-bar: the boy is a singular description,
and the boys is plural. Similarly, the syntactic number of an E-type
pronoun will, in most cases, determine the number of the description. In
general, asingular pronoun isinterpreted as asingular description, and a
plural pronoun as a plural description. The syntactic number of the
pronounis, inturn, determined by the syntactic number of theantecedent.
So far, | have looked only at singular pronouns anaphoric on singular
indefinites, asin (96):

(96) A soprano issinging. She hasalovely voice.
If we make the antecedent plural, the pronoun, too, must be plural:
(97) & Some sopranos are singing. They have lovely voices.

b. Several sopranosaresinging. They have lovely voices.

c. Many sopranos are singing. They have lovely voices.

Theplurality of the pronoun and of its antecedent does not affect the way
the translation of the pronoun is constructed. In each case, they will
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translate as the definite description constructed from the logical form of
its antecedent clause, which in these examplesisthe entirefirst sentence.
They, in each of these examples, istranslated as:

(98) the \(?x.sopranoli(x) & singingh (X))

Because they is plural, the pronoun is translated with “the " rather than
“theN”.

Plural pronouns do raise anumber of complications, and | will return
to them briefly at the end of Chapter Five. For our current purposes,
though, we can simply assumethat E-type pronouns, whether singular or
plural, areassigned an interpretationin the ssmeway. Theonly difference
isthat plural pronouns areinterpreted as plural descriptions.

Returning now to the problematic examples, itisquite easy to seethat
the sentences don’t mean what | would predict themto mean, should the
pronouns be E-type. | will concentrate on example (94), repeated here.

(94) Most people inthisbuilding don’'t own acar, or they park elsewhere.

Suppose that this pronoun is indeed an E-type pronoun anaphoric on
most people. Inthis case, the antecedent clausefor the pronoun would be
the LF of the entirefirst digunct, i.e.:

(99) [1p4 most people; 1 [;p3 NEG [, acar, 2[5, t; own't,]]]]
Thelogical form of thisclauseis:
(100)  mosti(peopleN)(?x;. ~[all(car)(?x.ownN(x)(x,))])

Applying the Pronoun Rule to construct a translation for the pronoun
from this clause, the second disjunct will come out as:

(101)  thefi(?>xpersonh(x) &  =[a(cam)(?x,.ownN(,)(X))])(?x,-park-
elsawhereN((x)

i.e., “the people who don’t own a car park elsewhere.” But thisis clearly
not what the second disjunct means. So either the pronoun is not an E-
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type pronoun, or | havefailedtogivethecorrect rulesfor constructing an
interpretation for E-type pronouns.

It looks like | might get the right interpretation for the pronoun by
treating it as E-type but by somehow preventing negation from getting
into the description. It’ shard to see how | might do that without invoking
some rather ad hoc and construction specific rules, which is of course
precisely what | want to avoid. However, | will not need to try. Because
interpreting the pronoun as the negation-less version of the description
also does not give the right truth conditions for the sentence. On this
revised E-type proposal, the second disjunct would be equivalent to “the
people who own acar park elsewhere.” For the sentenceasawholeto be
true, then, it would have to be the case that either most people don’t own
a car, or else all the people who own a car park it elsewhere. These,
however, arenot the correct truth conditionsfor the sentence, asisshown
by thefollowing case. Supposethat there are 20 peoplein the building. Of
them, 15 own acar. 5 of the car owners park in the building’ s parking lot,
and the remaining 10 park elsewhere. The question is whether our
sentence, repeated here, istruein the situation described:

(94) Most peopleinthisbuilding don't own acar, or they park elsewhere.

My informantsagreethat itis. However, thetruth conditions given by the
revised E-type proposal are not met. It is not the case that most peoplein
the building don’t own acar: only 5 of the20 don’t own acar. Nor isit the
casethat all the people who own acar park elsewhere: 10 of them do, but
5 do not. So the truth conditions of the sentence are not those given by
the revised E-type proposal.

If the pronoun is not E-type, then what isit? Perhapsitisapronoun
of laziness, asdiscussedintheprevioussection. If so, the second disjunct
would be interpreted as “most people in the building park elsewhere.”
However, thejudgment about the casejust described isincompatiblewith
this interpretation. In the situation given, it is not the case that most
people don’t have a car, and it is not the case that most people park
elsewhere. Soif the pronoun were acopy of the antecedent, the sentence
should be false in the case given. But intuitively, it’s not.

By virtue of what, then is the sentencetrue? Thereported judgments
indicate that it istrue by virtue of the fact that the people who don’t own
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acar, together with the peoplewho park el sewhere, amount to most of the
people. In other words, the interpretation of the sentenceis:

(102)  Most people are such that either they don’t own a car or they
park elsewhere.

All of my informants agree that this is a correct paraphrase of the
sentence.

The judgments are, | think, rather delicate, so it might be helpful to
look at another example:

(103)  Nearly all of my friends don’t smoke or they’ re planning to quit.

Thetruth conditions of the sentence are captured by the paraphrase in
(2106), not by (104) or (105).

(104)  Nearly al of my friends don’t smoke, or the friends of mine that
smoke are planning to quit.

(105)  Nearly all of my friends don’t smoke, or nearly al of my friends
are planning to quit.

(106)  Nearly al of my friends are such that either they don’t smoke or
they are planning to quit.

This discussion showsthat the pronounsin (93), (94) and (103) are not E-
type pronouns: they do not go proxy for any description. Consequently,
the sentences do not constitute counter-examples to the interpretation
rules| have given for E-type pronouns.

However, the question of what these pronouns are remains
unresolved. Indeed, there is something odd about the paraphrases| have
given for the sentencesin question. They don't look like paraphrases of
clausal disjunctionsat all. They are the paraphrases we would expect for
phrasal disjunctions. For instance, (107b) is a correct paraphrase of the
most salient reading of (107a)"™.
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(107) a  Severd people ate or drank.
b. Several people are such that either they ate or they drank.
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The category disjoined in (107a) is at least a VP, but not an IP. As the
verbs are marked for tense, the category is presumably larger than VP,
including whatever functional head carries the tense morphology. Let's
just assume that this functional head is 1. The LF structure of (107a) is
thus something like (108). (I suppress here the | P-adjoined index.)

(108)  [;p most people, [ip t; [ ate or drank]]]

In (108), it’s clear that the subject NP takes syntactic scope over the
disjunction. This scopal relation is reflected in the paraphrase in (107b).
But in sentences (93), (94) and (103) we have what looks like an IP
disjunction. Nonetheless, in the interpretation, the subject of the first
disjunct seems to take scope overthewholedisjunction, whichitself acts
likeaVPor I-bar disjunction, and not aclausal disjunction. Inother words,
although the sentences are syntactically IP disjunctions, they are
interpreted as |-bar disjunctions. The pronoun apparently makes no
contribution to the interpretation of the sentence.

To get some idea of what might be going on here, compare our
original sentence (93) with (109). The only difference between the two is
that the second does not contain they, and so is syntactically aswell as
semantically an |-bar disjunction.

(93) Several peopledidn’t eat at all or they brought their own food.
(109)  ?Several peopledidn’t eat or brought their own food.

M ost of my informantsfind (109) lessfelicitousthan (93). Thesameistrue
of thefollowing pair:

(1100  Almost all the guests didn’t come by car or they parked in the
parking garage.

(112)  ?Almost all the guests didn’t come by car or parked in the
parking garage.

The problem, | think, is that when we encounter such sentences, we
have a strong preference to interpret the negation of the first clause as
having scope over the disjunction asawhole. Thisis, in fact, what often
happens. Consider, for instance:
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(112) Hehasn't left or notified the landlord.

The most natural (perhaps only) interpretation of (112) is (113), with
negation interpreted as having wide scope over the disjunction, rather
than having scope only over left. Syntactically, this means that the
sentence is being parsed as a VP disjunction, as shown in (114). (The
syntactic representations given here are rough approximations, as | am
ignoring questions of the location of tense and aspect, and syntactic
movement of these morphemes or features.)

(113)  NOT[he hasleft or notified the landlord]

(114) P

/N

NP T
s
he [ Negp

has/ / \

MNeg VP

~
not A

left or notified the landlord

However, in principle the surface string (112) could also be associated
with the structurein (115):

(115)
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IF
NP T
i /]\
he
T ar T
N VAN
I MegP I VE
hlas /\ &_

Neg VP notified the landlord

ncl)t l‘ezf%

In this structure, what is disjoined is the I-bar. The negation is located
inside the | eft disjunct, and does not take scope over the disjunction asa
whole. Theinterpretation of the structureis:

(116)  Either he has not left or he notified the landlord.

But thisinterpretation just doesn’t seem to be available for (112).

There are a couple of reasons why this might be. One possibility is
that (115) is ruled out for syntactic reasons. Perhaps the asymmetry
between thedisjunctsisfor somereason dispreferred. Another possibility
is that (115) is allowed, but is, essentially, a non-obvious structure. The
ideais something like this: In processing a sentence like (112), the hearer
will not know that what sheishearing isadisjunction until she reachesor.
Suppose that she constructs a representation for the sentence as she
hears it. When she hears the or, she has to decide where to attach the
branch. The phrasenotified thelandlord can beinterpreted asaVPwhich
“shares” the | head containing hasn’'t with the first VP. For the other
interpretation, the hearer must “ back-up” to the I-bar, and posit an empty
| head for the second disjunct. The ideaisthat thereis a kind of minimal
attachment effect here: it is easier, on line, to construe (112) as a VP
disjunction than as an I-bar disjunction, and so the latter interpretationis
strongly dispreferred.

Support for an explanation along these lines is provided by the
interpretation of (117), inwhichtheorder of disjunctsof (112) isreversed.
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There is no difficulty whatsoever in understanding the negation in (117)
as having scope only within the second disjunct. In this sentence, there
is no choicebut todisjoin at the l-bar level, asthetwo disjunctsclearly do
not share the auxiliary hasn’t.

(117)  Henoetified the landlord or hasn't left.

Similarly, if there are clues in the surface structure that the disjunction is
at the I-bar level, that interpretation becomes much more easily available.
Oneway to do thisisto introduce either, asin (118):

(118)  Heeither hasn't left or informed the landlord.

(118), infact, cannot be interpreted as aVPdisjunctionat al. Theeffectis
even stronger if both either and else are used:

(119)  Heeither hasn't left or else informed the landlord.
Either also improves examples (109) and (111). Compare:

(109)  ?Most people didn’t eat or brought their own food.
(120)  Most people either didn’t eat or brought their own food.

(112)  ?Almost all the guests didn’t come by car or parked in the
parking garage.

(121)  Almost al the guests either didn’t come by car or parked in the
parking garage.

As Larson (1985) shows, either marks the scope of a disjunction,
essentially functioning as a left bracket which indicates where the
disjunction begins®. The minimal attachment effect is eliminated, as a
hearer knows as soon as she encounters either that what isto comeisa
disjoined structure.

When the second disjunct has an overtly filled | head, we are once
again forced into an |-bar disjunction interpretation, asin (122):

(122)  Hehasn't left or has informed the landlord.
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Again,itisobviouswhy thisshould be. The only way for thereto betwo
| headsisforthel-bar to bedisjoined. So again, the hearer iscompelled to
derive this structure.

Now, what does all of this have to do with the puzzling reading of

sentences like (93)? (I repeat the example here.)
(93) Several peopledidn’t eat at all or they brought their own food.

We noted above that this has the interpretation:

(123)  Several people are such that either they didn’t eat at all or they
brought their own food

whichisinfact theinterpretation wewould expect for (109), interpreted as

an |-bar disjunction:

(109) Most peopledidn’t eat at al or brought their own food.

But now we have observed that it is hard to get the I-bar-disjunction
interpretati on of such sentences, because of theminimal attachment effect.
(It is not clear whether or not a VP disjunction construal is possible here.
In this example, two different heads — didn't andbrought —aremarked for
tense. A VP disjunction construal would require both heads to acquire
their tensefeaturesfrom the samefunctional head.) The suggestion, then,
is that the pronoun in (93) does not, in fact, turn the sentence into a
clausal disjunction. It is something like a pleonastic, whichis inserted in
order to ensure that the negation isinterpreted inside the first disjunct.

The data discussed here raise two separate questions. The first is
why sentences like (111) are less than fully acceptable.

(111)  Almostall theguestsdidn't come by car or parkedin the parking
garage.

The ill-formedness appears to be a matter of processing, as the same
sentence with the disjuncts reversed is perfectly acceptable. The order of
the disjuncts cannot be relevant to syntactic well-formednessper se, but
there appears to be some processing difficulty associated with the
syntactic structureneeded for thesentence. Certainly, thereisno semantic
issue here, for the string, once parsed, can be interpreted.
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The second question is how sentences like (110) come to be
interpreted in the way that we observed:

(1100  Almost all the guests didn’'t come by car or they parked in the
parking garage.

This subdivides into two subordinate questions. The first is why the
pronoun doesn’t get the predicted E-typeinterpretation. | assume, infact,
that thisinterpretationisavailable, but was never suggested by any of my
informants because this interpretation of the pronoun would make the
sentence, overall, nonsensical. Theinterpretation would be equivalent to:

(124)  Almost all the guests didn't come by car or the guests who
didn’t come by car parked in the parking garage.

So, asfar asthe E-type account is concerned, thereis nothing much to be
explained.

What is hard to explain is how the surface I P disjunction is mapped
to the I-bar disjunction interpretation that is observed. | have suggested
that the reason this structure is used to express the I-bar disjunction is
that the surface string we would expect to usefor thisinterpretationisill-
formed for some reason. But explaining the mapping from the surface
structure totheinterpretationisanissueinthesyntax/semanticsinterface,
which | cannot address further here. What isclear, though, isthat thereis
nothing further to be accounted for by atheory of pronouninterpretation.

4.5. CONCLUSION

The main goal of this chapter has been to argue that there are no special
constraints on establishing anaphoric relations across disjunction. In the
literature to date, examples like (125) have frequently motivated the claim
that anaphorais blocked by disjunction.

(125)  #Either Jane owns acar, or it's in the shop.

| haveargued that thereisno difficulty ininterpreting thepronounin (125)
as anaphoric on the indefinite, an argument supported by robust speaker
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intuitions. Theinfelicity arises because the interpretation of the pronoun

results in entailment between the disjuncts, which is ruled out

independently. (125) isruled out, not because of afailure of anaphora, but

because of aviolation of the general felicity conditions on disjunction.
Caseslike (126) contrast with (125):

(126) #Most peopledon’t own acar, or it'sin the shop.

Theinfelicity of (126) is due to afailureof anaphora. However, itisnot the
disjunction which makes anaphora impossible, but the general difficulty
of establishing anaphoricrelationsbetween apronoun and anarrow scope
QNP. The internal anaphora data thus do not support the claims of
dynamic semantic theories that disjunctionisa® static” operator, and that
disjunction must be given a complex semantic representation in order to
account for itsinteraction with anaphora.

The secondary goal of the chapter hasbeento present astructural E-
type account of certain cases of unbound anaphora. One of the
consequences of the E-typeaccount isthat clauses containingapronoun,
although dependent for their interpretation on the content of the
antecedent clause, express complete propositions and can be assigned
truth conditions independently of the linguistic context. Inthis, it differs
fromthevariabl e-sharing/dynami c binding account of anaphora, onwhich
aclause containing an anaphoric pronoun whose antecedent lies outside
of it cannot be assigned truth conditions independently. This
consequence is important in the overall account of internal anaphora,
which makes reference to the logical relations between the propositions
expressed by the disjuncts.
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NOTES

1.  The static negation of a sentence is defined asfollows:
(i) -S=8-9S
Sentences are interpreted as functions frompropositionsto truth val ues,
or as sets of propositions. 9 is an operator which applies to a sentence
denotation to give back its truth conditional content. 8 is an operator
which applies to a an expression of type t and gives back its dynamic-
semantic denotationi.e. theset of propositionswithwhichitiscompatible.

2. Itturnsout that -=S = 8--9S = 89S. Thuswith respect to truth
conditional content, doublenegationiscancel able, but dynamicproperties
are not preserved. That is, S U 89S. (Compare, in standard Montague
Grammar, SU ~'S) 89Sis always a static expression.

3. Dynamic negationisdefined using functionapplication: Let pbe
avariable of type tst,. Then =S=?p(S(p)).

4.  Theintuition underlying this objection has been debated, the
question being whether the uniqueness/universality implied by the
second disjunct is part of its truth conditional content or is merely an
implicature. See Kadmon (1987) for extensive discussion.

5. Afunctiongisan extension of fiff thedomain of fisincludedin
the domain of g, andfor every aOdom(f), f(a) = g(a). (l.e. g assigns avalue
to anything that f does, and assigns it the same value asfdoes.) g may
differfromfinassigning valuesto additional variableswhich arenotinthe
domain of f. The truth conditions have to be given in terms of extensions
of f because the disjuncts may contain discourse referents not in any of
the superordinate DRSs.

6. Krahmer and Muskens actually state the rule in terms of what
they call theanti-extension of K,. The anti-extension of aDRSisidentical
to the extension of the negation of that DRS. For the purposes of
presentation, formulation in terms of the negation of K, is equivalent.

7.  The close connection between accessibility relations and the
semantics of DRS conditions is pointed out by Geurts (1994: 11). In
general, in order for referent-sharing between two sub-DRSs K, andK ,to
produce the effects of anaphora, the semantics must require that K, and
K, always be eval uated with respect to embedding functionswhich agree
on the shared domain of K, and K.

8. This treatment of definitesis central to Heim (1982). Kamp and
Reyle (1993) also adopt this treatment, although with significant
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reservations.

9. Hem (1990) is a detailed comparison of E-type and variable-
sharing accounts of anaphora. In the course of the paper, she sketches
out a possi ble pragmatic E-typeaccount, which shegoesontoreject, and
then apossiblestructural E-typeaccount. Neither isoffered asadefinitive
account, but is given for the purposes of discussion.

10.  For Nedle, theresult iscontradiction rather than presupposition
falure because he assumes a Russellian semantics for definite

descriptions.
11. E-type accounts are generally contrasted with dynamic

binding/variable-sharing accounts of anaphora, in which pronouns are
treated as variables.

12.  Frege treated definite descriptions as referential; Russell
proposed the quantificational treatment. More recently, arguments that
definite descriptions are ambiguous between these two have been given

by Peacocke (1975), Hornsby (1977) and Wilson (1991).
13. Asisclearfrom the previouschapter, | also assumethat definite

descriptions presuppose the existence of a satisfier. In adopting this

“mixed” view of descriptions, | follow Gazdar (1979).
14. ltisnotstrictly truethat QNPsawaysadjointo | P. Thereissome

evidence that they may adjoin to VP. If in these cases the subject also
originates in [Spec, VP], adjunction to VP would produce structures
isomorphic to thelPsl assume. To allow for thiscase, we could definethe
antecedent clauseastheminimal CompleteFunctional Complex containing
the antecedent (see Chomsky 1986). For simplicity of exposition, | will
maintain the simplifying assumption that QR always adjoinsto IP.

15.  Atleast, thisistruefor thecasesto beconsideredinthischapter.
It isnot true for the cases | will discussin Chapter Five. Thiswill be one

of the motivations for reformulating the theory |ater on.

16.  Given my assumption that type mismatches between verbs and
their arguments are resolved by QR, | must also assume that E-type
pronouns, which are expressions of type #et,t, raise a LF.
Consequently, the nuclear scope of the pronoun/description is provided

by the indexed IP which results from raising of the pronoun.
17. lgaveafelicity-based account withinaDRT framework in Simons

(1996).

18.  Althoughthisistruefor thebasic case, thereare someadditional
complications. | will discuss the issue in more detail in Chapter Five,
section 5.4.3.
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19.  (107a) may aso have areading equivalent to:
“Several people ate or several people drank.”

Thisisnot relevant to the point | am making, and | will ignoreit.
20.  Larson attributes thisview of either to Quine (1976).
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CHAPTER FIVE

External Anaphora

5.1. INTRODUCTION

In the preceding chapter | argued that to account for internal anaphora,
some kind of E-type account is required. A variable-sharing/dynamic
binding treatment of this anaphora is possible only at the cost of
significantly complicating the semantics of disjunction. The E-type
account, on the other hand, provides an adequate account of the data
without introducing any semantic complexity in the analysis of or.

In this chapter, | develop a revised version of the E-type account
presented in Chapter Four. Much of the chapter will be devoted to
exploring the consequences of the new proposal. The motivation for the
revised account will be provided by anew set of anaphoradatainvolving
pronouns outside of a disjunction anaphoric on NPsinsideadisjunction.
Following Groenendijk and Stokhof (1990), | call this external anaphora.

The antecedents of external anaphors are NPswhich are disjoined or
which are contained in disjoined clauses, asin (1) and (2)*

@) A soprano or an alto will sing. She will be accompanied on the
piano.
2 A soprano will sing, or an actress will recite amonologue. Then

she will lead the audience in the national anthem.

In these exampl es, the pronoun is not anaphoric on one or the other of the
indefinites, but is dependent for its interpretation on the disjunction asa

181
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whole. It means something like “the person who sings (performs).” In
other cases, a following pronoun cannot be interpreted in this way, but
may be interpreted as dependent on a particular NP, asin (3) and (4):

(3 Jane or George will sing. HE is an interesting performer.
4 Jane will sing or George will recite a monologue. HE is an
interesting performer.

I will begin the chapter with adiscussion of thedata, focusingin particular
on the availability of each kind of interpretationwith different typesof NP
antecedent (section 5.2). We will find that the first kind of interpretation
is possible when the antecedents are quantificational NPs, including
ordinary indefinites and definites. The second kind of interpretation is
available when the antecedents are proper names, specific indefinites, or
definite descriptions.

Thenext questionishow each of theseinterpretationsisderived. My
central concern will be with thefirst kind of interpretation. | will suggest
that in examples like (1) and (2), the pronouns are E-type pronouns with
multiple antecedents. These examples will motivate the revision of the E-
type account, as the account as given in Chapter Four cannot be applied
to these data. The new account, presented in section 5.4., provides a set
of recursive rulesfor deriving the interpretation of an E-type pronoun on
the basis of the content of the antecedent clause. Section 5.5. will be
concerned with exploring thisnew proposal, and applyingit totheexternal
anaphoradata.

The remaining questionsare how theinterpretation of thepronounis
derived in exampleslike (3) and (4), and what the relation is between the
properties of the antecedent NPs and possible readings of following
pronouns. This will be the subject of section 5.6. In section 5.7., | will
review some other treatments of the external anaphora data. Finally, in
section 5.8., | will briefly discuss some residual issues raised by the new
E-type proposal.
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5.2. THE BASIC DATA
5.2.1. Anaphoratoadigunction of NPs
Examples (5) and (6) providefurther illustration of apronoun anaphoric on

adisjunction of indefinites. Thedisjunction may occur in either subject or
object position of its own clause.

(5) Either a soprano or an alto will sing. She will perform Mozart.
6) George will sing either an aria or aballad. It will have German
lyrics.

Asobserved, the pronounsinthese examplesarein some sense anaphoric
on thedigjunction asawhole. Thepronounin (5), for example, isnaturally
paraphrased as “the person who sings’ or “the soprano or alto who
sings.” | suggest that the pronoun is an E-type pronoun simultaneously
anaphoric on both disjuncts. | will call such readings of pronouns
disjunctive E-type readings. Note that no other anaphoric interpretation
isavailable for the pronounsin these examples. Thus, the pronounin (5)
is not paraphrasable as “the soprano” or as “the alto.”

It might be thought that anaphorato one of the NP disjunctsisruled
out in (5) because of an unresolvable ambiguity: there is no way to
determine whether the pronoun is intended as anaphoric ona soprano or
on an alto, and so neither is possible. However, anaphora to one of the
subordinate NPs s ruled out evenwhenthereisno problem of ambiguity,

asin (7).
7 Either asoprano or abasswill sing. #He will perform Mozart.

Any ambiguity would be resolved here by the gender clash between he
and a soprano, but nonethel ess, the pronoun cannot be understood as
anaphoric on a bass. Moreover, as the two antecedents of the pronoun
differin gender, he cannot be given adisjunctive E-typeinterpretation, as
an E-type pronoun is required to agree in gender with its antecedent or
antecedents. So the pronoun in this case is not felicitous under any
interpretation. | have found, however, that speakers who accept they as
agender-neutral singular anaphor also accept (8) with the disjunctive E-
type interpretation.
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(8) Either asoprano or abasswill sing. They'll perform Mozart.

Disjunctions of other quantificational NPs also license external
anaphora under a disjunctive E-type reading:

9 Either several altos or many sopranos |eft the choir. They were
unhappy with the conductor.

They is paraphrasable as “the altos or sopranos who left the choir” 2.

Examples (5-9) contrast with casesinwhich oneor bothindefinitesare
replaced by proper names, as in (10-12). In these cases, the pronoun
cannot begiven adisjunctive E-typeinterpretation. Thisisnot surprising,
as E-type pronouns are pronouns anaphoric on quantificational NPs. (I
will return to this issue later in the chapter.) A pronoun following a
disjunction of proper names can, however, beinterpreted asanaphoric on
aparticular subordinate NP, aslong asthereisno ambiguity. | will call this
the single-antecedent reading of the pronoun.

(10) Either Jane or Maud will sing. #She’ Il perform Mozart.

(12) Either Jane or asoprano will sing. #She’ll perform Mozart.

(12) a.  EitherJaneor Georgewill sing. HE isavery interesting performer.
b. Janeand Georgewill sing. HE isavery interesting performer.

To make the single-antecedent reading natural, the pronoun needs to be
dlightly stressed. (Strong contrastivestressisnot necessary; the pronoun
simply must not be de-accented.) Whatever thereason for this, the same
holdsin the case of anaphorato a subordinate NP in a conjunction such
as (12b).

In the previous chapter, | discussed a number of cases involving
“gpecific” indefinites, indefinitesused in such away astoindicatethat the
speaker has in mind (or intends to speak of) a particular individual
satisfying the description. Specific indefinites pattern with proper names
intheway they license external anaphora: they do not support disjunctive
E-type readings of afollowing pronoun, but can serve independently as
antecedents to asingle-antecedent pronoun provided, again, that thereis
no ambiguity. In the following examples, | have given the indefinites
heavy descriptive content, which facilitatesaspecific reading. Thisisnot
essential.
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(23) The concert will be opened by afamous mezzo who started her career
asaviolist, or ayoung soprano who recently sang at the Met. #She
will perform Mozart.

(14) The concert will be opened by afamous mezzo who started her career
as aviolist, or ayoung Welsh baritone who recently sang at the Met.
HE isavery interesting performer.

Disjunctions of definite NPs allow both disjunctive E-type readings
(example 15) and single-antecedent readings (example 16) for afollowing
pronoun. As before, single-antecedent readings are available only when
there is no ambiguity. Hence, theinfelicity of (17):

(15) Either the soprano or the alto will sing. She'll perform Mozart.
(16) Either the soprano or the bass will sing. HE has afine voice.
(17) Either the soprano or the alto will sing. #SHE has afine voice.

In examining these data, we haveto be careful to distinguish between
two different waysin which an anaphor clause (the clause containing the
anaphor) may beinfelicitous. Sometimes, an anaphor clauseisinfelicitous
becausethe pronoun cannot beinterpreted in any appropriateway. These
are the cases | am interested in. In other examples, an anaphor clause is
infelicitous because the clause or sequence as a whole does not make
sense. Thisdistinction isfamiliar from Chapter Four. With respect to the
current case, the distinction becomes apparent in the following examples:

(18) Jane or George will sing.
a.  ?HEwill perform Mozart.
b. HEisavery interesting performer.

(19) A soprano or an alto will sing.
a.  Shewill perform Mozart.
b. ??Sheisavery interesting performer.

| have already shown that an external pronoun following a disjunction of
proper names may be anaphoric on a particular disjunct. Thisiswhat we
see in (18b), which says of Georgethat heisavery interesting performer.
Now, (18a) is quite odd as a continuation of (18), but in this caseit is not
because there is anything wrong with the anaphora. The anaphoraworks
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in just the sameway, so that (18a) says of Georgethat hewill sing Mozart.
But this is an odd thing to say, because the previous sentence
conversationally implicatesthat asfar asthe speaker knows, itispossible
that George will not sing at all.

Theinfelicity of (19) issimilar. The pronoun in (19a) is adigunctive
E-type pronoun anaphoric ona soprano or an alto, and the sentence as
a whole is equivalent to “the soprano or alto who sings will perform
Mozart,” which is perfectly coherent. But if the pronoun in (19b) is
interpreted in the same way, theresult isnot terribly coherent. Weend up
saying “the soprano or alto who sings is a very interesting performer,”
whichisodd. Being aninteresting performer issomething we can say only
of aspecific individual, but theinterpretation of the pronoun rulesout the
speaker having a particular individual in mind. So onceagain, itisnot the
anaphora itself which rendersthe sentenceinfelicitous, but the content of
the assertion asawhole.

5.2.2. Clausal digunction

The pattern of anaphorato clausal disjunctionsis very similar towhat we
havealready seen. Clausal disjunctionswhich containindefinites support
external anaphora, with the pronoun receiving a disjunctive E-type
interpretation. The pronoun in (20), for example, is paraphrasable as “the
soprano who singsor actresswho performsamonologue.” (21) isanother
example of thiskind. Other quantificational NPs, including definites, can
give rise to this reading, as illustrated in (22-23). With proper names or
specific indefinites, the disjunctive E-type reading disappears, but the
pronoun may be understood as anaphoric on aparticular NP in one of the
diguncts (examples 24-26).

(20) For thefinal act, either a soprano will sing or an actress will perform
amonologue. Then shewill lead the audiencein the national anthem.

(21) Either asquirrel has got into the attic, or abird is building a nest up
there. We'll haveto get it out.

(22) Forthefinal act, either several sopranoswill sing or two actresseswill
performa dialogue. Then they will lead the audience in the national
anthem.
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(23) For the final act, either the soprano will sing or the actress will
performamonologue. Then shewill lead the audience in the national
anthem.

(24) Either Janewill sing or Maud will play thepiano. #Then she' [l lead the
audience in the national anthem.

(25) Either afamous mezzo who started her career asaviolist will sing, or
a young pianist who won the Rubinstein competition a couple of
years ago will play. #She’ Il probably do several encores.

(26) Either Jane will sing or George will play the piano. HE is a very
interesting performer.

In Chapter Four, | discussed the unavailability of anaphora to narrow
scope QNPs. That constraint emerges here too. The antecedents of a
disjunctive E-type pronoun must have wide scope within their respective
clauses. The pronoun in (27) thus cannot be anaphoric on the indefinites
in the disjunction:

(27) Either every soprano admires a bass, or every alto admires a tenor.
#He has wonderful breath control.

The effects of scope are also seen in the following contrast:

(28) Either a soprano will sing an aria, or an actress will recite a
monol ogue.
a.  Then shewill lead the audience in the national anthem.
b. 2t'll bein German.
(29) Either an aria will be sung by a soprano, or a monologue will be
recited by an actress.
a. #Then shewill lead the audience in the national anthem.
b. It'll bein German.

These examples will be treated in section 5.5.2.

As | observed in the introduction, the data raise three different
questions: First, how isthe disjunctive E-type reading derived? Second,
how isthe single-antecedent reading derived? And third, what properties
of the antecedent NPs affect the avail ability of each reading?



188 I ssues in the semantics and pragmatics of disjunction

5.3. AFIRST REFORMULATION OF THE E-TYPE ACCOUNT

The E-type account as formulated in Chapter Four cannot be applied to
the cases of external anaphora. This is because the definition of
antecedent clause presupposes that a given pronoun can have only one
NP antecedent, and the pronoun rule applies only when the antecedent
clausehasthelogical form [DetN(F)(QV)]. | begin by repeating therelevant
rules from Chapter Four:

(AC)  Definition of Antecedent Clause
The antecedent clause for a pronoun P co-indexed with a
quantified NP Q, occurringinan LFf istheminimal |Pcontained
inf that dominates Q,.

(PR) Pronoun Rule
If aisan E-type pronoun with antecedent clausef whoselogical
form is DetN(F)(QY), then al = the(?x.Fi(X)& QI(X)).

Let's now seewhy theserulesfail to apply to the cases we are concerned
with here.

In an example like (30), theinterpretation of the pronoun depends on
the content of the entire disjunction.

(30) Either asquirrel has got into the attic, or abird is building anest up
there. We have to get it out.

| suggest that this is because the pronoun is anaphoric on both of the
indefinite NPs a squirrel and a bird. To allow for this on the indexation
view | am adopting, | must (i) posit an LF which represents the entire two
sentence string in (30) and (ii) allow the pronoun to be co-indexed with
both indefinites. To implement this, | assume, following Heim (1982), that
stringsof sentencesmay be grouped together under atext node, asin (31).
(Something like this assumption is needed in any structural E-type
treatment of cross-sentential anaphora.)
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(31)
/.1"\
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| assume further that co-indexation is possible across sentence
boundaries, and that a single pronoun may be co-indexed with more than
one NP. | follow Heim (1990) in assuming that indexation is free. Many
possible indexationswill lead to uninterpretability, but these need not be
ruled out directly. They are syntactically licensed, but never emerge
because they cannot be used.

There are two ways in which a pronoun could be co-indexed with
multiple antecedents. The antecedents may share asingle index, whichis
also shared by the pronoun; or the pronoun may be assigned two different
indices. It is not important here that we choose between these options.
Indeed, if co-indexation isfree, thereis no reason to assume one of these
possibilities over the other. In my representations, | will assign the
antecedents distinct indices and assume the pronoun ismultiply indexed.

Having allowed for the possihility of apronoun having morethan one
antecedent, we must reformul ate the definition of antecedent clause. This
isstraightforward. Therevised formulationisgivenin (AC,).

(AC) Antecedent Clause: Revised Definition
The antecedent clause for a pronoun P co-indexed with
quantified NPs Q,...Q, occurring in an LF f is the minimal IP
contained inf that dominates Q;...Q,.

With the revised definition, a pronoun will still have a single antecedent
clause, but that clause must contain all of the NP antecedents of the
pronoun.

As an illustration, let us apply the new definition to example (30),
repeated here:

(30) Either asquirrel has got into the attic or a bird is building a nest up
there. We have to get it out.
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TheLFof thedisjunctionisgivenin (32). If the pronouniscoindexed with
both of the indefinites in the disjunction, then by (AC)), its antecedent
clauseis the entire disjunction, as no lower |P dominates both of the

antecedents:

(32
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We get the same effect with NP disjunctionslikethefirst sentencein (33),
whose LF isgivenin (34):

(33) A squirrel or abird has got into the attic. We have to get it out.
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Onceagain, if the pronounit in the second sentence of (33) isco-indexed
with both disjuncts then its antecedent clause is the whole sentence. (In
fact, even if the pronoun is co-indexed with only one disjunct, the
antecedent clausewill still bethewhole sentence. Thisisapoint towhich
we shall return later.)

The Pronoun Rule (PR) constructs atranslation for E-type pronouns
on the basis of the logical form of the antecedent clause. However, the
translation language and procedure adopted in Chapter Four do not
provide for the translation of NP disjunctions as in (32). At this point,
then, | introduce a new disjunction operator into this language. At the
sametime, | will introduce a conjunction operator, athough this will not
be of use until later in the chapter.

The two operators are based on the Generalized Disjunction and
Conjunction operators of Partee and Rooth (1983). Building on aproposal
in Montague (1973), Parteeand Rooth provideacross-categorial treatment
of disjunction and conjunction using the two recursively defined
operators“£” (generalizeddisjunction) and“ ¢” (generalized conjunction).
When these operators conjoin expressions of typet, they areidentical to
the sentential connectives “w” and “&,” respectively. This constitutes
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thebasecasefor therecursivedefinition. All other occurrencesof “ £” and
“¢” are defined in terms of the base case.

| incorporate these two operators into the translation language
adopted in Chapter Four. First, we state which types of expressions can
be conjoined by the operators (definition of conjoinable type). Then, we
introduce a new translation rule for disjunctive and conjunctive
expressions which makes use of the new operators. Finally, we definethe
semantics of the operators.

(35) Recursive Definition of Conjoinable Type
i. tisaconjoinabletype.
i. If bis a conjoinable type, then for any a, <a, b> is a
conjoinabletype.

(36) Translation Rule for Disjunction and Conjunction
If a and 3 are expressions of category A, of conjoinabletype a,
with translations all and R\, then [a or ] has the translation
[aNERN], also of typea, and[a and 3] hasthe translation [aN¢ 3],
of typea.

(37) Semanticsof £ and ¢
i. InD,“£"isequivalentto“w” and“¢” isequivalentto“&.”
ii. Letbbeaconjoinabletypeandletf, g0 ME,..
Then fEgisthat functionin D, . which maps any element
x of D, onto the element f(x) £ g(x) of D, and
f¢gisthat functioninD_, . which maps any element xof D,
onto the element f(x) ¢ g(x) of D,
i.e.f£g/ ?ulf(u) £ g(u)]
f¢ g/ ?u[f(u) ¢ g(u)]

The following equivalences, which can be derived from (37), provide
useful shortcutsin working out translations:

(3 i. f £2?2=2z[f (2 £ ?(2)], wheref and ? are of the same type, and
zisavariable of appropriatetypenot occurring freeineitherf or
2.
i. [fE£2]x)=fX £ ?(X
iii. ?2vf £2v?2=2v[f £7]
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We can now use the new operator to provide logical forms for (32)
and (34). These are given in (39) and (40) respectively:

(39) all(squirrelN)(?x.has-got-into-the-attich(x)) £ al(birdN)(?x.is-building-
a-nest-up-therel(x)) 3
(40) [aN(squirrelN)£al(birdN)] (?x,.has-got-into-the-attich(x,))

Neither of these matches the logical form required for application of (PR).
(PR), infact, is a construction-specific rule. It applies when a pronoun is
co-indexed with a single, non-conjoined NP occurring in a simple
sentence. To extend the account to external anaphora, we must give two
further construction-specific rules: onefor the case of clausal disjunction,
and one for the case of NP disjunction. The ruleswe need are asfollows:;

(PR: IPdig)
If aisan E-type pronoun with antecedent clausef whoselogical form
is[Det,N(R)(Q)E ... £Det, (P\)(QV)], then:
all = thel(?x.[RIX)&QIX)IE ... E[PI(X)& QI(X)])

(PR: NP dig)
If aisan E-type pronoun with antecedent clausef whoselogical form
is[DetN(R)E ... EDet N(PN)](QN), then:
all = theN(?x.[RI) £ ...£PN(X)] & QN(X))

Followingtheserules, wearriveat thetransl ationsbel ow for the pronouns
in (30) and (33), repeated here:

(30) Either asquirrel has got into the attic, or abird is building a nest up
there. We have to get it out.
it = thel(?x.[squirrelN(x) & has-got-into-the-atticN(x)] £ [birdN(X)
& is-building-a-nest-up-therel(x)]

(33) A squirrel or abird has got into the attic. We haveto get it out.
it = the(?x.[squirrelN(x) £ birdN(x)] & has-got-into-the-attichN(x))

These are the translations we are after for the pronouns, but the method
of arriving at them s, to echo Heim (1990), pedestrian. For every sentence
type which might appear as antecedent clause to an E-type pronoun, a
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distinct interpretation rule is needed. Pronouns anaphoric on conjoined
NPs or NPs inside a conjunction will need another pair of rules, at least.
This seems unsatisfactory. In the following section, | will propose a
method for arriving at the content of the description which departs far
more significantly from Neale's proposal than this, and which offers a
compositional way to derive the interpretation of an E-type pronoun.

5.4. ACOMPOSI TIONAL STRUCTURAL E-TYPE ACCOUNT
5.4.1. Presentation

The structural E-type accounts proposed by Evans (1977, 1980), by Neale
(2990) and (in passing) by Heim (1990) all suffer from the same lack of
generality. They do not offer general principles for deriving the
interpretation of an E-type pronoun from the content of the antecedent
clause, but only construction-specific rules. The output of theserulesis
intuitively plausible. The definite descriptions which are given as the
interpretations of E-type pronouns are just those which naive informants
will give as paraphrases. But those informants, surely, are applying some
general principleof interpretation. Thereissomething whichthey areable
to extract froman antecedent clause which they recognize as providing
content for afollowing pronoun.

The content of a definite description is alwaysaone-place property,
the denotation of a predicate. It isthis one-place property that we extract
from an antecedent clause when we construct an interpretation for an E-
type pronoun. The grammar determinesthat the pronounisinterpreted as
a description. What the hearer must do is only to identify the property
which gives the description its content. So what appears to be rule-
governed is the process of going from a clause (an IP) to a one-place
property.

To get to this property, we use the content of property-denoting
expressions which the clause contains to construct a new, composite
property. An E-type pronoun anaphoric on the NP many sopranos
occurring in the clause many sopranos sang will be interpreted as “the
sopranos who sang.” So from this antecedent clause we have apparently
recovered the property of being a soprano who sang. We arrive at this
property because the clause is itself constructed from the predicate-
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containing expression many sopranosand the predicate sang. From the
expression many sopranoswe recover the property of being sopranosor
of “soprano-hood.” From the expression sang werecover the property of
being something that sang. The subject-predicate structure of the
antecedent clause tells us to combine these properties to give the
composite property of being a soprano who sang.

The central idea of the proposal, then, is to have a set of rules for
determining what | will call ther ecoverabl e property of any L F expression.
As| am working within asystem of indirect interpretation (interpretation
viaatranslation language) | do not givetheserulesdirectly, but give aset
of rulesfor determining the predi cateswhich expresstherel evant property
in the translation language. | call this the recoverable predicate of an
expression. Recoverable predicates are determined on the basis of the
translations of LF expressions. The central ideais that the predicate we
recover mirrors in its structure the structure of the antecedent clause.
Consequently, when the antecedent clause is disjunctive, so is the
predicate.

I limit myself here to providing rules for determining the recoverable
predicates of expression typesfor which | have already given translation
rules. In asystem of direct interpretation, an isomorphic set of rulescould
be given to determine the recoverable property of LF expressions on the
basis of their denotation.

(RP)  Rulesfor determining recoverable predicates

For any LF node a let al be the transl ation of the subtree dominated
by a and let a” be the recoverable predicate of that subtree.

(RP1) NP=RN

(RP2) [\»DetN]P=R"P

(RP3) [iIPP=[i IPN

(RP4) [, NP, [i IP]I°=NPP ¢ [i IP°

(RP5) [yp XP,or...0r XP,]P=XPPE... £ XPS

(RP:1) and (RP:2), taken together, ensurethat the recoverabl e predi cate of
quantificational NPs (including definitesand indefinites) isthetranslation
of the N. Note that the determiner itself plays no role in fixing the
recoverable predicate, so a soprano, many sopranos, and every soprano
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al determinethe samerecoverablepredicate. (Again, | am setting asidethe
possible complicationsintroduced by plurality.) (RP:3) istherule for the
recoverable predicate of an 1P fromwhich an NP hasbeen extracted by QR.
The recoverable predicate of this structure isidentical to its translation,
which is derived by lambda abstraction over the translation of the NP
trace. (RP:4) uses the generalized conjunction operator (meet) to combine
the recoverable predicate of the extracted NP with the recoverable
predicate of the IP from which it is extracted to give the recoverable
predicate of the higher IP. Finally, (RP:5) gives a cross-categorial rule for
determining the recoverabl e predicate of any disjoined constituent, using
the generalized disjunction operator.

Toillustrate how these rules work, | givein (42) the calculation of the
recoverable predicate of many sopranos sang, assuming the LF in (41):

(41) [,p, [ypymany sopranos] 1 [,p; t; sang ]

(42
i. IP2=NP1°¢[1IP1]” (by (RP:4))
ii. NP1°= RP= RN=soprano (by (RP:1) and (RP:2))
iii. [11P1]" =i IP]N = ?x,.sangl(x,) (by (RP:3))
iv. IP2° = sopranoN ¢ ?x,.sangh(x,) (by (RP:4))
= ?z.sopranol(z) ¢ ?x[sangh(x)](2)
= ?z.sopranol(z) ¢ sangh(z) (by ?-conversion)
= ?z.sopranol(z) & sang\(z) (by definition of “¢”)

This property — the property of being a soprano who sang — is what we
want to use in constructing the interpretation of any E-type pronoun for
whichthislPisthe antecedent clause. We can now givetheinterpretation
rule for E-type pronouns in terms of the recoverable property of their
antecedents:

PR) Pronoun Rule (revised)
If aisan E-type pronoun with antecedent clausef , then
all = thel(f P)

We now apply this rule to produce the interpretation for the pronoun in
43):
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(43) Many sopranos; sang. They; were wonderful.
(44) theyN = the\(?z.sopranol(z) & sangh(z))

The only additional consideration is to ensure that the description
matches the pronoun in number. | will simply add this requirement as a
conditionto (PR), asfollows:

(PR), revision:

(i) Ifaisasingular E-type pronoun with antecedent clausef , then
aN=the\(f 7)

(i) Ifaisaplural E-type pronoun with antecedent clausef , then
aN=theN(f 7)

Thisisthe only interpretation rule for E-type pronouns; we do not need
adifferent rule for pronouns occurring in different environments. Nor are
therulesfor deriving recoverabl e propertiesconstruction-specific. Hence,
the proposal offers a greater degree of generality than the proposal of
Chapter Four.

5.4.2. Comparison with Chapter Four account

Before applying the new proposal to the external anaphora data, let us
verify that it provides an adequate treatment of theinternal anaphoradata
discussed in Chapter Four, and treated with the simpler E-type account.
In fact, in al casesin which the Chapter Four proposal is applicable, (i.e.,
cases in which an E-type pronoun has a single antecedent contained in a
simple clause), the predictions of the two proposals arethe same. In all of
these cases, the antecedent clause is of the form in (45a), with the
semantic logical formin (45b). (46a-b) give a particular example with this
form:

(4 a  [pleDetN ][i1P]
b.  DetN(RIN)(?x.IPY)

(46) &  [ip [npi Many sopranos][i [;» t; sang]]]
b. manyN(sopranoN)(?x%.sangh(x))
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According to the Pronoun Rule of Chapter Four, an E-type pronoun with
an antecedent clause of theformin (45) hasthe interpretation:

(47) theN(?x.RIN(X) & ?x.IRN(X))

For the specific examplein (46), this gives us:

(48) thel(?x.sopranol(x) & sangh(x))

The new proposal produces the same result. The recoverable property of
an |P of theformin (45) isthe meet of the recoverable predicate of the NP
and the recoverable property of [i IP]. So for any sentencef of this form:
(49) fP= NPPC[i IP° = RN [i IPIN

Inserting this property into adefinite description gives us:

(50) thel(RIN ¢ [i IP]N)

And (50) is always equivalent to:

(52) theN(?x.RIN(X) & [i IPIN(X))

whichisidentical to (47).
Going through this cal culation with the example, we have that:

(52) [many sopranos sang]” = sopranol ¢ ?x.sang)(x)
= ?x.sopranol(x) ¢ sangh(x)
= ?x.sopranoli(x) & sanghi(x)

the very same property which appearsin the description in (48).

5.4.3. Narrow scope antecedents

The new account makes the same predictions as the earlier one also with
respect to anaphorato anarrow scope QNP. Just asbefore, such anaphora

will be ruled out due to the occurrence of afreevariableinthetranslation
of the pronoun. | will go through an example to illustrate how this arises
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on the new proposal. As | mentioned in the previous chapter, there are
some additional complications, which | will go on to discuss here.

In the following example, if the indefinite is understood as having
narrow scope, the pronoun cannot be interpreted as anaphoric on it:

(53) Every soprano admires a bass,. #He, has wonderful breath control.

Consider, then, how the derivation of an interpretation for this pronoun
would proceed if it were so interpreted. First, we identify the antecedent
clause of the pronoun on the basis of the LF in (54):

(54) [ips every soprano, 2[,p, abass, 1[;p, t, admirest, ]]

The minimal 1P dominating a bassis IP2. Becauset, is not bound inside
IP2, the translation of 1P2 contains a free variable, and so too does the
recoverable predicate of P2, as shown by the calculation in (55). The
same variable will befreein the definite description constructed from this

property.

(55)
0] IP2” = [abass,]” ¢ [1[p,t, admirest,]]"
(i) [abass,]” = bassl
(iii) [1[,p,t, admirest, ]]7 = ?x,.admireN(x,)(%,)
(iv) IP2° = bass ¢ ?x,.admirel(x,)(%,)

= ?x.bass\(x) ¢ admirel(x)(x,)

= ?x.bass\(x) & admirel(x)(x,)

In Chapter Four, | simply assumed, following Neale (1990), that an E-type
pronoun cannot have atranslation which containsafreevariable, and that
where such a translation is the only one available, the pronoun is
unacceptable. The intuition underlying thisisthat asentence containing
such apronounwould beuninterpretable. However, wedo not necessarily
want to rule out free variables from all sentences of the translation
language. Deictic pronouns, for example, are naturally translated as free
variables. These variables would be interpreted via an assignment
function, presumably an element of the contextual parameter ¢ to which
interpretations are relativized. This assignment function would also
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provide an interpretation for afreevariablein the translation of an E-type
pronoun.

But if this happens, the value assigned to the variable as part of the
translation of the pronoun will differ from the value it will be assigned in
the denotation of the sentence containing the clause from which the
property is derived, where the pronoun is bound. Thus, the description
will not “match” the clausefromwhichitisconstructed. But arecoverable
predicate which contains a free variable which is also free in the
denotation of the sentence (say, avariable introduced as the denotation
of a deictic pronoun) could be used to construct a translation for an E-
type pronoun. So let us say that E-type pronouns whose antecedent
clause contains an incidentally free variable are ruled out, and hence
anaphorato a narrow scope QNP is generally not possible.

However, it is not the case that anaphora to a narrow scope QNP is
never possible. Anaphorato anindefinite under auniversal ispossiblein
certain kinds of sentence sequences. Such cases are discussed
extensively in Roberts (1987). Where anaphorais possible, the discourse
usualy relatesto ageneric or script-like situation (see Poessi and Zucchi
1992), asin the following:

(56) Every chess-set comes with aspare pawn. It istaped to thelid of the
box. (Sells)
(57) Every graduate went up to the dais. She took her diploma and

returned to her seat. (Poessi and Zucchi)

There seems to be a general consensus that such examples involve a
special mechanism, and are not to be assimilated to standard cases of
cross-sentential anaphora (see, for example, Chierchia (1995: 9)). The E-
type account | am proposing predicts that anaphora to narrow scope
indefinites should be a special case, asindeed it seemsto be.

There isafurther complication, though, which ariseswith sentences
containing multiple definites or multiple indefinites, asin (58) and (59):

(58) A man, | know loves a woman,. He, lives in Paris. She, lives in
Vienna.
(59) Themanwholivesupstairs, loves the woman who lives downstairs,.

He, isfrom Paris. She, isfrom Vienna
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The NPs in the first sentence of each example are syntactically scoped
relativeto one another, so whichever pronoun isanaphoric on the narrow
scope indefinite must, on our current assumptions, contain afreevariable.
However, both pronounsin each examplearequitenatural, and neither has
the flavor of the telescoping examples discussed above. Both appear to
receive an interpretation straightforwardly on the basis of theantecedent
clause.

Notice, first, that the syntactic scope of the NP antecedentsin these
examples does not affect the interpretation of the sentence in which they
occur. Although definites and indefinites must be syntactically scoped
with respect to one another, their syntactic scope has no semantic effect.
Thus, whether the subject or the object has wide scope in (58) and (59),
theinterpretation isthe same. Let’ sfocus on (58). It hasthetwo possible
LFsin (60):

(60) a  [ipzaman, 1[;p,awoman, 2[p, t; lovest, ]]]
b.  [ipsawoman, 2[;p;aman, 1[p, t, lovest,]]]

Given this, we would expect both sequences in (61) to be possible, as
indeed they are:

(61) & A man, lovesawoman. He, livesin Paris.
b. A manlovesawoman,. She, livesin Vienna

To allow anaphorato a man, we assume the LF (60a), which givesa man
wide scope. To allow anaphora to a woman, we assume the LF (60b),
which gives a woman wide scope. We can choose whichever allows for
maxima interpretability of thestring asawhole, becausetheinterpretation
of thefirst sentence is unaffected.

Fox (1995) has argued that inverse scope relations are possible only
when the difference in syntactic scope produces a difference in
interpretation. To derive the LF in which the object has wide scope over
the subject, alonger move is needed than in the derivation of the LF in
which the object has narrow scope. For thisreason, heargues, objectsare
given wide scope only when this has a semantic effect. Semantically
vacuous scope changes are ruled out by economy considerations.
However, in the case of (61b), inverse scope in the first sentence is
required in order to produce an interpretation for the anaphor sentence.
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This observation, though, still doesnot explain why anaphoratoboth
indefinitesis possible, asin the string in (58). Whichever LF we choose,
one of the indefinites must have narrow scope, and hence should not
allowfor anaphora. Theanswer, perhaps, isthat we do not haveto choose
one LF from which to construct a recoverable predicate, and hence an
interpretation for the pronoun. Suppose that the antecedent of an E-type
pronoun is identified inside a sentence S which has only one
interpretation, but multiple semantically equivalent LFs. In this case, the
interpretation of the pronoun may be constructed from any of these LFs.
Suppose that S has more than one interpretation, and multiple LFs
associated with each interpretation. First, we select an interpretation for
S, and eliminate from consideration any LFs not associated with this
interpretation. Theinterpretation of the pronoun may then be constructed
on the basis of any of the remaining semantically equivalent LFs. In (58),
then, the pronoun he isinterpreted with the predicate recovered fromthe
LF in (60a), while the pronoun she is interpreted with the predicate
recovered from the LF in (60b).

Examples (58) and (59) are of the type which a variable-sharing/
dynamic binding theory dealswithvery straightforwardly. As| madeclear
in Chapter Four, it isnot my intention to argue that the E-type strategy is
the only strategy of pronoun interpretation, and | am not committed to
giving an E-type account of the anaphorain these examples. | discussed
in Chapter Four the possibility of a“copy” strategy of interpretation, and
| do not rule out the possibility that dynamic binding is also available.
(Chierchia(1995) advocatesa“mixed” systemincorporating both dynamic
binding and an E-type strategy, although the E-type account he adoptsis
apragmatic one. Similarly, Kadmon (1987) incorporates something like an
E-typestrategy into DRT by allowing for quiteextensiveaccommodation.)
However, as| argued in Chapter Four, thereis no straightforward way to
treat internal anaphora in disjunctions with a variable-sharing/dynamic
binding approach. And as | will show in the next section, the E-type
account is successful in treating the relevant cases of external anaphora.
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5.5. APPLICATION TO THE EXTERNAL ANAPHORA DATA
5.5.1. Anaphoratoadigunction of NPs

Recall that disjunctive E-type anaphora is possible to disjunctions of
(non-specific) indefinites, definites, and other quantificational NPs, asin:

(62) A soprano or an alto will sing. She will perform Mozart.

(63) The soprano or the alto will sing. She will perform Mozart.
(64) Some sopranos or several altoswill sing. They will perform Mozart.

Thederivation of thisreading isquitestraightforward. | will use (62) asmy
illustration.
The LF of thefirst sentence of (62) isgivenin (65)*

(65) [}p2 [npz @ sOprano, or an alto,] [3[;p, t; will sing]]

Assuming the pronoun in the second sentence of (62) to be coindexed
with both NP disjuncts, its antecedent clause is |P2. The recoverable
predicate of this clauseis calculated in (66):

(66)

i. IP2=NP3"¢[3IP1]"

ii. NP3”=[y,asoprano]® £ [y,an alto]”
= sopranol £ altoN
= ?x.soprano(xX) £ altoN(x)
= ?x.sopranoN(x) w altoN(x)

iii. [31PL" =[3 IPLN = ?x;.Will-singl(x;)

iv. |P2°=[?x.sopranol(x) w altoN(x)] ¢ [?xs.Will-singl(x;)]
= ?Z[[?x.sopranoN(x) w altoN(X)](2) ¢ [?x;.will-sing(>;)](2)]
= ?z[[sopranoli(z) w altoN(z)] ¢ will-singh(z)]
=?z.[sopranol(z) w altoN(z)] & will-sing\(z)

We now insert this predicate into a definite description, to give the
translation of the pronoun:

(67) sheN = thel(?z.[sopranol(z) w altoN(z)] & will-sing\(z))
The anaphor sentence as awhole thus has the logical form:
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(68) theN(?z.[soprano(z) w altoN(z)] & will-singh(2))(?x,.will-perform-
MozartN(x,))

i.e., “the soprano or alto who will sing will perform Mozart.”

It will make no difference whether the NP disjunction isin subject or
object position (provided it is not under the scope of some other QNP). If
the disjunction occursin object position, it will still be adjoined to its IP
at LF, and the calculation of the recoverable predicate will proceed in
parallel fashion. So, for example, (69) will have the LF in (70), from which
we recover the predicate in (71):

(69) George loves asoprano or an alto. She sings Mozart beautifully.
(70) [ip2 [nps@soprano, or an alto,] [3[;;George lovest; ]]]
(71) ?x.[sopranol(x) w altoN(x)] & lovesN(x)(g)

This predicate denotes the property of being a soprano or alto loved by
George.

So far, | have been assuming that adisjunctive E-type pronounisco-
indexed with each of the disjunct NPs. However, identical results would
be achieved by assuming that the pronoun is simply co-indexed with the
disjunctive NP itself. It is the antecedent clause which determines the
interpretation of the pronoun. The minimal IP dominating each of the
disjuncts isalwaysidentical to the minimal P dominating the disjunction,
so wecan simply assumethat disjunctive E-type pronounsare co-indexed
with the disjunctive NP.

There is a further consequence of the fact that it is the antecedent
clause, and not the antecedent itself, which determines theinterpretation
of the pronoun. This is that whether a following E-type pronoun is co-
indexed with one disjunct, some subset of the disjuncts, all disjuncts, or
thedisjunctiveNPitself, theantecedent clausewill bethe same, and hence
the interpretation of the pronoun would be the same. This provides an
explanation for the observation made in section 2 that non-specific
indefinites and QNPs (although not definites) do not licensewhat | called
single-antecedent anaphora. Thus, it is not possible to interpret the
pronoun hein (72) as anaphoric ona bass:

(72) A soprano or abass, will sing. #He; will perform Mozart.
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Given the observation just made, this constraint has a structural
explanation. Assuming that inthis casethereisno strategy other thanthe
E-type to link the indefinite with the pronoun, there is no interpretation
available for the pronoun other than “the soprano or basswho will sing.”
An E-typepronoun can be co-indexed with anindefinite disjunct. But this
co-indexation will produce just the same result as co-indexation with the
disjunction as awhole. Single-antecedent anaphorato a quantificational
disunct isthusruled out by the nature of therulesfor interpreting E-type
pronouns.

5.5.2. Anaphorato clausal digunctions

Wearestill engagedinthe project of accounting for thedisjunctive E-type
interpretation of external pronouns. | turn now to pronouns anaphoric on
indefinites or other QNPs contained in clausal disjuncts. | begin with the
cases which work out straightforwardly: pronouns anaphoric on QNPs
which have wide scope in their clauses. In 5.5.2.2., | turn to some more
complex cases involving narrow scope QNPs.

5.5.2.1. Basiccase
Let’s begin with the examplein (73):

(73) A soprano will sing, or an actress will recite. Then she will lead the
audiencein the national anthem.

Assume that she is co-indexed with thetwo indefinites,a soprano and an
actress. Assume further that the first sentence of (73) hasthe LF in (74).
The antecedent clause of the pronoun isthe minimal | P which dominates
both antecedents, which in this case is IP5, the highest IP. We thus
calculatetherecoverable predicate of thisclausein order to determinethe
translation of the pronoun. Thecalculationisgivenin (75). (From now on,
I will allow myself to skip some of the stepsin these calculations.)
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(74)
[PS
P2 or w4
NP, 1 1Pl NP, 2 I3
N AN
4 S0prano an actress /\F
Np T NP, 1
N LN
t 1 wvp by VP
| | 1 [
will sing will  recite
(79)
i IPSP=IPP £ 1P

i. IP2=NP1°¢[1IP1]”
= sopranol ¢ ?x,.will-sing\(x)
= ?x.sopranol(x) & will-singh(x)
iii. 1PA°=NP2° ¢ [21P3]°
= actress ¢ ?x,.will-recitel(x,)
= ?y.actress\(y) & will-recitel(y)
iv. 1P =[?x.soprano(x) & will-sing\(X)] £ [?y.actressN(y) & will-
recitel(y)]
= 7?z.[sopranoN(z) & will-singl(z)] w [actress\(z) & will-
recitel(2)]

This, then, is the predicate we will use in constructing the translation of
the pronoun, giving:
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(76) thel(?z.[soprano(z) & will-singN(z)] w [actress\(z) & will-
recitel(2)])

i.e. “the soprano who will sing or actress who will recite.” Thus, the
anaphor clause comes out as equivalent to “ Then the soprano who will
sing or actress who will recite will lead the audience in the national
anthem,” as desired.

As with disjunctions of indefinite NPs, indefinites and other QNPs
contained in clausal disjuncts cannot serve as antecedents to single-
antecedent pronouns. (77), for example, is infelicitous, and in (78), they
cannot be interpreted as anaphoric on some tenors alone.

(77) A sopranowill sing Mozart, or atenor; will sing Schubert. #He, will be
accompanied on the piano.

(78) Some sopranoswill sing Mozart, or some tenors; will sing Schubert.
#They, will be accompanied on the piano.

In the previous section, | pointed out that the absence of single-
antecedent readings to disjunctions of indefinites has a structural
explanation: evenif apronounwere co-indexed with only onedisjunct, the
interpretation derived would be the disjunctive E-type reading. The same
does not apply in these cases. Consider (79), the LF of thefirst sentence
in (77). A pronoun co-indexed with a soprano would have IP2 as its
antecedent clause and, by the now familiar procedure, would be
interpreted as “the soprano who will sing Mozart.” Similarly, a pronoun
co-indexed with a tenor would have IP4 as its antecedent clause and
would beinterpreted as” thetenor whowill sing Schubert.” A pronoun co-
indexed with bothindefiniteswould have | P5 asitsantecedent clauseand,
interpreted in parallel fashion to the pronounin (73), would beinterpreted
as “the soprano who will sing Mozart or tenor who will sing Schubert.”
So, in principle, it seems that all three readings should be available for a
following pronoun (assuming gender features match).
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However, we can explain the absence of single-antecedent readings
in pragmatic terms. Noticethat thefollowing stringisasinfelicitousas(77)
above:

(80) Either a soprano will sing Mozart or atenor will sing Schubert. The
tenor who will sing Schubert will be accompanied on the piano.

In (80), thereisaconflict between the content of thefirst sentence and the
presuppositions of the second. The definite description in the second
sentence presupposes (and entails) the existence of a(unique) tenor who
will sing Schubert. This presupposition will not be satisfied inthe context,
as update by the first sentence will produce a context containing some
worlds in which a soprano sings but no tenor does. Moreover, as the
disjunction conversationally implicates that the speaker does not know
that there will be a tenor who sings, the presupposition cannot be
accommodated without attributing peculiar conversational practicestothe
speaker.
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(80) is, of course, equivalent to the result of interpreting the pronoun
in (77) as an E-type pronoun anaphoric on a tenor. The interpretation is
thusnot ruled out by any structural considerations, but by considerations
of felicity. Any casein whichapronounisinterpreted asanaphoric onan
indefiniteinside a disjunct will result in presupposition failure. In being
interpretable but pragmatically ill-formed, (77) is like the examples of
infelicitous internal anaphora discussed in Chapter Four, such as:

(81) #Either Jane owns atruck, or it’sin the shop.

Such examples are infelicitous, not because the anaphoraisnot possible,
but because the anaphora produces an entailing disjunction.

Presuppositionfailureal soaccountsfor theimpossibility of anaphora
in (82):

(82) Eitherthewind isknocking things about in the attic, or asquirrel has
gotin, or abird isbuilding a nest up there. #WWe have to get it out.

Supposethatit were co-indexed witha squirrel and witha bird. Thenits
antecedent clause would be the IP dominating a squirrel hasgot in or a
bird isbuilding a nest up there, andthepronounwould beinterpreted as
“the squirrel that has got in or bird that is building anest up there.” This
definitedescription presupposestheexi stenceof something satisfyingthe
description. But this presupposition is not satisfied, as the context to
which the anaphor sentence is added will containworldsinwhichthereis
no animal in the attic. Hence, the reading is ruled out.

The same may happen even when the “additional possibility” is not
included in the digjunction itself, asin (83):

(83) One possibility is that an attic window has broken and the wind is

blowing things about. But perhaps a squirrel has got in there, or a
bird is building anest in the rafters. #We have to get it out.®

Because of the content of the first sentence, the context to which the
anaphor sentenceisadded doesnot entail that thereis something (bird or
squirrel) in the attic. Consequently, the presupposition of the anaphor
clauseis not satisfied.
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| have now given two different accounts of the absence of single-
antecedent readings for external pronouns. In the previous section, |
suggested that single-antecedent anaphorato a disjunction of QNPsis
ruled out structurally. Inthissection, | haveargued that single-antecedent
anaphora to an QNP contained in a clausal disjunction is formally
possible, but pragmaticaly ill-formed. | am thus positing different
explanations for the infelicity of (84) and (85):

(84) A soprano or atenor will sing. #Hewill beaccompanied on the piano.
(85) A soprano will sing Mozart or atenor will sing Schubert. #Hewill be

accompanied on the piano.

Thisinitially does not seem ideal, asthe two casesseem parallel. It seems
that we ought to be able to derive the interpretation “the tenor who will
sing” for the pronoun in (84), and then rule it out as a matter of
presupposition failure. However, theformal system | have set up doesnot
allow for this, as| explained above.

Still, given that the account | am proposing is structure-sensitive, it
isto be expected that synonymous but structurally distinct expressions
will have distinct treatments. It is not out of the question that the failure
of anaphorain (84) and (85) havedifferent causes. Of course, if anaphora
were structurally possible in (84), it would till be ruled out by
presupposition failure. But this does not entail that no other constraint
applies.

I will return briefly to this point in section 5.8.3., where | will sketch
the changes that would be needed to allow for anaphora to a particular
disjunct. As we will see, what is required is something not significantly
different from the construction-specific rules| started out withinsection
5.3. But rather than returning to that form of the account, | continue to
explore the results and consequences of the current proposal.

5.5.2.2. Narrow scope antecedents

We have seen above that anaphora to a narrow scope QNP in a simple
clauseisgenerally ruled out becausethe antecedent clause, and hencethe
resulting description, would contain a free variable. (More precisely, the
description would contain a variable which is free in the description but
corresponds to a variable which is bound in the denotation of the
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sentence containing the antecedent clause.) It also turns out that
anaphora to NPs contained in aclausal disjunction ispossible only when
the antecedents have wide scope within their clauses. Onceagain, thisis
duetoaformal constraint, whichisbest illustrated by working through an
example.

Consider, then, example (86):

(86) Either every soprano admires a bass, or every alto admires atenor.

Themost natural interpretation of thisisthe oneinwhichtheindefinitein
each clause has narrow scope. Thisreading is paraphrased in (87).

(87) Either every soprano is such that there is some bass she admires, or
every alto is such that thereis some tenor she admires.

Now, keeping this reading for the disjunction in mind, observe that it is
not possible to interpret the pronoun he in (88) as anaphoric on the
indefinites:

(88) Either every soprano admires a bass, or every ato admires a tenor.
#He has wonderful breath control.

Let’snow seewhy thisis.

Therelevant reading of the disjunctionisderived fromthe LF in (89).
(Notethat of the possible LFs for the surface string, thisis the only one
which will giveriseto the interpretation we are considering.)
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Now, suppose that the pronoun in (88) were co-indexed with a bass and
withatenor. Its antecedent clause would be | P7, the whol e sentence. The
recoverable predicate of this clauseis calculated in (90):

(90)
i. IPPP=IP3F£IP6°
i. IP=NP1”¢[11P2]"
= sopranoh ¢ [1 IP2]N
= sopranol ¢ ?x,.IP2\
= sopranol ¢ ?x,.al(bass)(?x,.admiresN(%,)(x,))
= ?x[sopranol(x) & al(bass)(?x,.admiresN(x,)(x))]
ii. 1P6°=NP3° ¢ [31P5]”
= altol ¢ [31P5)°
= altol ¢ ?2x,.IPN
=atoN ¢ ?x;.al(tenom)(?x,.admiresh(x,)(x;))
=?y[altol(y) & al(tenom)(?x,.admiresN(x,)(y))]
iv. IP7° =?z[[sopranol(z) & al(bassl)(?x..admiresl(x,)(z))] w
[atoN(z) & al(tenom)(?x,.admiresh(x,)(2)]]
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The predicate derived denotes the property of being a soprano who
admires abassor an alto who admiresatenor. Inserting thispredicateinto
adefinite description givesan expression equivalent to “the soprano who
admires a bass or alto who admires a tenor.” This, though, is not the
descriptionwewereafter. Eventhough the pronounisco-indexed withthe
narrow scope NPs, the only interpretation that can be derived for it isthe
interpretation we would want for a pronoun anaphoric on thewide-scope
NPs. But due to the gender (and number) conflict betweenthewide scope
NPs and the pronoun, the pronoun cannot be assigned the derivable
interpretation, and so issimply infelicitous.

The effect we see hereisjust like that discussed earlier with respect
to co-indexing with one disjunct of an NP disjunction. The co-indexation
is, in effect, nullified by the interpretation rules for the pronoun, which
make referenceto the recoverabl e predicate of the antecedent clause. Itis
the structure and content of the antecedent clause which determine the
available interpretations for the pronoun.

With some effort, the disjunction in (88), repeated here, can be
understood with the indefinites having wide scope, i.e with the
interpretation paraphrased in (91)°.

(88) Eitherevery soprano admiresabass, or every alto admiresatenor. He
has wonderful breath control.
(91) Either there is abass who is admired by every soprano or thereisa

tenor who is admired by every alto.

When the disjunction is so understood, anaphoraispossiblein (88). This
is as expected. The relevant reading of the disjunctionisderived fromthe
LFin (92) below. The antecedent clause of the pronoun will again be the
whole sentence, but now the intended antecedents have widest scope
within their respective | Ps.
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The recoverable predicate of IP7 is:

(93) ?x[[bas(x) & everyN(sopranoN)(?x,.admiresN(x)(x,)] w
[tenori(X) & everyN(altoN)(?xg.admires(x)(x)]]

which denotes the property of being a bass admired by every soprano or
a tenor admired by every alto. This property provides an appropriate
interpretation for the pronoun he.

The observation that disjunctive E-type anaphora to indefinites
contained in a clausal disjunction is possible only when the indefinites
have wide scope in their clause thus follows from the interpretation rule
for E-type pronouns.

The effect of scopealso providesan explanation for acontrast noted
at the end of section 5.2.2.:

(94) Either a soprano will sing an aria, or an actress will recite a
monol ogue.
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a.  Thenshewill lead the audience in the national anthem.
b. 2t'll bein German.
(95) Either an aria will be sung by a soprano, or a monologue will be
recited by an actress.
a. #Then shewill lead the audience in the national anthem.
b. It'll bein German.

Theinterpretation for the pronounin (94a) isderived straightforwardly by
assuming a soprano andan actressto have wide scopeintheir respective
clauses. Assuming she to be co-indexed with both of these NPs, the
antecedent clause of this pronoun will be the entire disjunction, whose
recoverable predicateis:

(96) ?x[[sopranoN(x) & al(arial)(?x.will-singh(x)(x))] w
[actress\(x) & ali(monologuel)(?x .will-recitel(x )(x)]]

This gives an appropriate interpretation for she.

The string in (94b) is alittle odd, although possible. To derive an
appropriate interpretation for the pronoun in this case, we must assign
wide scope to the object NPs of each disjunct, contrary to the indication
of surface order. We have already seen (section 5.4.3.) cases where we
must assume inverse scope relations to account for anaphora to narrow
scope indefinites, asin:

(97) A soprano will sing an aria. It will bein German.

| pointed out that there is generally a preference to preserve at LF the
surface hierarchy among QNPs. To get the right interpretation for the
pronounin (94b) wemust posit inverse scopein two adjacent clauses, and
this, presumably, isresponsible for the slight oddity of the string.

In (95), each disjunct of (94) is passivized. The content of the
disuncts is the same, but their structure quite different. For this
discussion, we need to begin by looking at the pre-LF structure of the
sentence, which | show in (98).
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At LF, the subject of eachdisjunct (anaria, inthefirst, anda monologue,
in the second) will move by QR to adjointoits|P. But what about the NP
in theby-phrase? Being quantificational, it too must raise. Therearethree
options:it could adjoin either to the VP, to the | P bel ow the QR-ed subject,
or to the | P above the QR-ed subject. Now, if the NPs a soprano and an
alto are to be antecedents for the E-type pronoun she in (95a), each of
them must raise to the highest position. Just as in the previous example,
thiswould involve alonger move than necessary to obtainwhat isinfact
the only reading of the sentence. Moreover, in the case of the passive,
there is a further obstacle to this derivation. Raising to the highest
sentential position correlates in some way with assignment of the status
of topic. But from a communicative perspective, the point of a passiveis
to demote the agent argument and make the theme argument the topic of
the sentence. Raising the NP of the by-phrase above the derived subject
thus counters the communicative effect of the passive structure, and so
will be strongly dispreferred. This explains why the attempted anaphora
in (95a) isreally impossible, whilethat in (94b) is, although rather odd, at
least possible.

Examples (94) and (95) are suggestive of a possible correspondence
between theformal notion of recoverabl e property and theintuitivenotion
of “aboutness.” A passive sentence differsfrom its active counterpartin
the way in which its content is presented. In the active disjuncts of (94),
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the subjects are presumably the topics, the content that the disjunct is
“about.” The disjunction asawholeis“about” the possible performers,
rather than the possible performances. Inthe passivedisjunctsin (95), the
surface subject, again, is the topic, but now the topic is what is to be
performed. So here, the disjunctionasawholeis*” about” the performance,
not about the performers. This difference is matched by the possibilities
of anaphora: (94) can serve as an antecedent clausefor apronounrelating
to the performers, and (95), for a pronoun relating to what is to be
performed.

5.5.3. Summary

In this section, we have seen how the revised E-type account can be
applied to the external anaphora data. The account produces intuitively
correct interpretations for those pronouns which | called disjunctive E-
types. These pronounsare assumed to be simultaneously co-indexed with
multiple antecedents or perhaps, in the case of anaphora to NP
disjunction, co-indexed with the disjunction itself. The account also
provides explanations for the absence of disjunctive E-type anaphorato
narrow scope QNPs in different disjuncts, and of single-antecedent
anaphorato QNPs (other than definites) contained in adisjunction.

With respect to disjunction, no special assumptions have been made
at all. | have relied throughout on Partee and Rooth’s cross-categorial
semantics. This semantics, which is based on the ideathat disjunction of
al categoriesinvolvesBooleanjoin, ismirroredintherulefor deriving the
recoverable property of disjunctive expressions.

5.6. THE SNGLE-ANTECEDENT READING

In the previous section, | showed why E-type readings to particular
disjuncts areruled out in the case of antecedentswhich generally giverise
to E-type readings. In this section, | will turnto the casesinwhich single-
antecedent readings do arise. Therewill betwo questionsto answer: How
are single-antecedent readings for external pronouns derived? And what
characterizes the kinds of NPswhich allow for disjunct specific readings?
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5.6.1. Derivation of single-antecedent readings

There are three kinds of NPs which clearly give rise to disjunct specific
readings: proper names, specific indefinites, and definite descriptions.
Examples (99-101) areillustrations:

(99) a.  Janeor Georgewill sing. HE has afine voice.
b. Janewill sing Mozart or George will sing Schubert. HE has
afinevoice.

(100) a A sopranowho recently sang at the Met or atenor who got
ravereviewsin Italy will sing. HE hasafine voice.
b. A soprano who recently sang at theMet will sing Mozart or
atenor who got rave reviewsin Italy will sing Schubert. HE
has afinevoice.

The soprano or the tenor will sing. HE has afine voice.
b. Thesopranowill sing Mozart or thetenor will sing Schubert.
HE has afinevoice.

(101)

)

In each of the examples above, he is anaphoric on the masculine name or
NP in the preceding disjunction.

In the case of proper name antecedents, there seems to be nothing
puzzling about the anaphora. A pronoun anaphoric on a referential
antecedent may simply co-refer with the antecedent. There is no reason
why occurrence of the antecedent in a disjunction should affect co-
reference. In the examplesin (99), George isreferred to. The fact that the
speaker does not know that Georgewill sing does not affect reference. To
represent co-reference formally, let's assume that the pronoun is
translated as a copy of its antecedent.

Given that the pronounsin (99) receiveaco-referenceinterpretation,
it isclear why they cannot simultaneously be anaphoric on morethan one
antecedent. An expression cannot refer simultaneously to distinct
referents. And the pronouns cannot be given an E-typeinterpretation for,
by definition, an E-type pronoun is one whose antecedent is a QNP, an
expression consisting of a determiner and arestrictor. Note that it is not
semantic type that is relevant. A proper name can also be treated as a
generalized quantifier, an expression of type tet,t,. Viewed as
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expressions of thistype, proper names denote the set of properties (sets
of individuals) to which theindividual they denote belongs. When proper
names are conjoined, they must be assigned this type, as expressions of
type e are not conjoinable by the Partee and Rooth semantics. But this
does not sufficeto makethem potential antecedentsto E-type pronouns’.

In section 4.4.2. of Chapter Four, | discussed a number of examples
involving specificindefinites. | suggested adopting ReinhartandKratzer’'s
choice-function treatment of specific indefinites, and argued that
pronouns anaphoric on them could be treated as copies of their
antecedents. Thisproducestheeffect of co-reference. Thesametreatment
can be applied to the examplesin (100). The pronoun can be translated as
acopy of the specific indefinite antecedent, and thus will co-refer withiit.
Once again, it is clear that the pronoun can only be a copy of one
antecedent, hencethiskind of interpretation ensuresthat the pronoun can
have only one antecedent.

The train of thought can be extended to the case of definite NP
antecedents, asin (101). GiventheRussellian treatment of definiteswhich
| have adopted, | cannot say that the pronounsin these examples co-refer
withtheir antecedents, as| do not take the definite antecedentsto refer at
all. However, let us suppose that these pronouns, too, can be translated
as copies of their antecedents when they have only one. This gives the
correct result.

One might think that as definite NPs are of theright kind to serve as
antecedents to E-type pronouns, the single-antecedent reading in (101)
could be derived by the E-type strategy, assuming the pronoun to be co-
indexed with only one antecedent. However, this produces incorrect
results, even in the clausal disjunction case. Consider again:

(101) b. Thesopranowill singMozart or thetenor will sing Schubert.
HE has afine voice.

Suppose he were interpreted as an E-type pronoun anaphoric on the
tenor. Its antecedent clause would then be the tenor will sing Schubert.
By the now familiar calculation, the recoverable predicate of this clause
turns out to be ?x[tenoM(x) & will-sing-SchubertN(x)]. Inserted into a
definite description, this givesus something equivalent to “thetenor who
will sing Schubert.” But thisinterpretation once again leadsto afailure of
presupposition. The disjunction itself presupposes the existence of both
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asoprano and atenor, but is compatible with the tenor not singing at all
(on the relevant occasion). Hence, the context updated with the
disjunction will not satisfy the presupposition of the description derived
by the E-type strategy. So the interpretation of the pronoun in (101b)
cannot be E-type, given current assumptions. Moreover, my current
assumptions also preclude treating the pronoun in (101a) as an E-type
pronoun dependent on a single disjunct, as E-type anaphorato asingle
NP disjunct is ruled out structurally. I conclude, then, that single-
antecedent anaphoraisnot an instance of an E-type interpretation.

The question that remains is what it is that proper names, specific
indefinites and definite descriptions have in common which allows them
to serve as antecedents for single-antecedent anaphora of thiskind. The
answer one wantsto giveisthat these expressions are referring, but as |
observed above, the assumption of a Russellian semantics for definite
descriptions excludes this answer.

Butevenif definitedescriptionsarenot actually referring expressions,
they can certainly be used to refer, along with proper names and specific
indefinites. Thispointisfamiliar from Kripke(1977). Thus, thefundamental
intuition isthat any expression which can be used to refer can provide an
antecedent for a pronoun which, by some means, refers to whatever the
antecedent is used to refer to. And it iswhen adisjunction containssuch
an expression that single-antecedent readings of external pronouns are
possible. | have suggested that this kind of pseudo-coreference could be
captured by translating the pronouns as copies of their antecedents.
Whether or not thisis correct, the general point holds: disjunctive E-type
pronouns are indeed E-type, and arise only when the antecedents are of
atype which, in general, give rise to E-type readings. Single-antecedent
pronouns, on the other hand, are not E-type, but involve some kind of
(pseudo-) co-reference. These pronouns are possible only with
antecedents which generally allow for anaphora of thiskind.

5.6.2. Maximal quantifier antecedents

| would like to return in this section to the issue of single-antecedent
anaphora to definites, and bring up a difference between my E-type
account and that of Neale (1990). In Chapter Four, | gave a rule for
interpreting E-type pronouns based on that of Neale. | repeat that rule
here:
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(102)  Chapter Four pronoun rule
If aisan E-type pronoun with antecedent clausef whoselogical
form is Deth(R\)(QV) then all = theN(?x.R(xX) & GI(x))

But Neale'sown rules (his P5, and P5,, p.182) make reference not just to
the form of the antecedent clause but al so to the nature of the antecedent.
He distinguishes between maximal and non-maximal quantifiers, the
maxima quantifiers being those of theform the F, the Fs, each F, everyF,
and all Fs. The Chapter Four pronounruleisequivalenttoNeal € srulefor
pronouns anaphoric on a non-maximal quantifier. The rule for pronouns
anaphoric on maximal quantifiers interprets the pronoun using only the
content of the restrictor, more or less asfollows:

(103)  Pronoun rule for pronouns with maximal antecedents
If aisan E-type pronoun anaphoric on amaximal quantifier, with
antecedent clause f whose logical formisDetN(F)(QV) then al =
the(?x.Ri(x))

Now, in the cases which Neale actually discusses (where the antecedent
clause is simple), distinguishing between maxima and non-maximal
antecedents doesnot alter the predictionsmade. (Asfar asl cantell, Neale
adopts the rule for maximal antecedentsbecause hewantsthe description
to beassimpleas possible. Seehisrule P5, p.182.) Consider, for example,
the string in (104):

(104)  The sopranos sang Mozart. They were wonderful.

It makes no significant difference whether they is interpreted as “the
sopranos” (applying rule (103)) or as “the sopranos who sang Mozart”
(applying rule (102)). Admittedly, the simpler description seems a more
natural paraphrase of the pronoun, but that might be due simply to the
redundancy of the more complex one.

However, in the case of definite antecedents contained in a
disjunction, the rule we choose will affect the acceptability of the
anaphora. Consider again (101b), repeated from above:

(101) b. Thesopranowill singMozart or thetenor will sing Schubert.
HE hasafinevoice.



222 I ssues in the semantics and pragmatics of disjunction

| observed above that my current account excludes the possibility of
treating he as an E-type pronoun anaphoric on the tenor, as this would
result in a presupposition failure. Neale's rule (102) would produce the
same interpretation, and thus the same result. But if we applied Neale's
rule for pronouns with maximal antecedents, we would derive the
interpretation “the tenor” for the pronoun. Thisis appropriate.

My revised E-type account does not allow for thekind of rulesNeale
gives, and so the option of distinguishing between maximal and non-
maximal antecedentsis not open to me. | have not needed such arule, as
| have argued that single-antecedent anaphorato definitesis not E-type,
but involves interpretation of the pronoun as a copy of the antecedent.

But what about other maximal quantifiers? If they giverisetosingle-
antecedent readings, thiswould seemtoindicatethat we do, after all, need
something like Neale's rule. And such readings seem to be possible.
Consider:

(105)  Either every male student or every female student complained
about this professor. They (fem) don't usually complain about
anyone.

Now, as English does not have distinct pronouns for third person plural
masculine and feminine, we cannot really test the judgment in English.
However, | have asked speakers of languages which do make such a
distinction (Spanish, Catalan and Arabic) for their judgments about
transl ations of this sentence, and all have agreed that afeminine pronoun
can be used to means something like “the female students.” This seems
to bear out the need for a specia rule for pronouns with maximal
antecedents. It also seems to indicate that E-type anaphora to a single
disjunct of an NP disjunction is not, after all, ruled out.

However, thereis a case to be made that the pronoun in (105) is not
being given a standard E-type interpretation, but some kind of generic
interpretation. Thereisaquite general tendency for plural pronounswith
quantificational antecedents to receive thiskind of interpretation. Thisis
the casein (106):

(106)  Some students, but not many, attended the rally. They are
apathetic about politics.
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They cannot here mean “the students who attended the rally,” for those
students are presumably not apathetic. Nor can it mean “the students” on
a strict interpretation of the description, for there are evidently some
students who are not apathetic (those that attended the rally). The
pronoun means “the students,” with the description understood
generically, in a way which allows for exceptions. And the judgments
offered by informants are compatible with treating the pronounin (105) in
the same way.

Support for thisview isprovided by the observati on that non-maximal
pronounscanalso, incertain circumstances, producethiseffect. Consider:

(107)  Either some male students or some female students complained
aboult this professor. They (fem) don’t usually complain about
anyone.

The feminine pronoun seems to be possible here, again meaning
something like “the femal e students.”

Moreover, if we change the content of the anaphor clause to
something which does not favor a generic interpretation of the pronoun,
thefelicity of the single-antecedent interpretation is much reduced:

(108)  Either every male student or every female student complained
about this professor. ??They (fem) said that heislazy.

Interpretation of the pronoun as “the femal e students” is not ruled out
pragmatically, for the explicit description can be used felicitously. (This
impliesthat the there was a complaint made by some group of students
and in addition the femal e students said that the professor was lazy.)

I conclude, then, that these examples do not motivate di stinguishing
between E-type pronouns with maximal and non-maximal antecedents.

5.6.3. Summary

Single-antecedent readingsrai sequesti onsabout pronominal co-reference
which go beyond the purview of this dissertation. However, as far as
external anaphora is concerned, we have reached several conclusions.
First, disjunctive E-type interpretations are accounted for by the E-type
proposal set out in this chapter. The proposal accounts for the
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interpretations observed, as well as for the distribution of disjunctive E-
type versus single-antecedent interpretations of external pronouns.
Essentially, disjunctive E-type pronouns occur with antecedents of the
kind which generally do give rise to E-type anaphora (QNPs, including
definite and indefinite descriptions) and are absent with proper names,
which do not give rise to E-type anaphora. The second conclusion
reached is that single-antecedent readings of external pronouns are not
the result of an E-type interpretation strategy, but involve some kind of
(possibly pseudo-) coreference.

5.7. OTHER APPROACHES TO EXTERNAL ANAPHORA

There has been little discussion of external anaphorain the literature, but
it is worth pausing here to see how the analysis | have pursued in this
chapter compares with the other proposals which have been made.

The earliest suggestion for atreatment of external anaphoraisdueto
Rooth and Partee (1982). They adopt a variable-sharing treatment for
external pronouns, along with aspecial variable-introducing semanticsfor
disjunction. To account for the external anaphorafacts, they suggest that
disjunctions, like indefinites, might be treated as expressions which
introduce into a representation a single free variable, which can later be
used astheinterpretation of apronoun. Their proposal ismotivated by the
logical correspondence between indefinites and disjunctions:indefinites
express existential quantification, and disjunctions are equivalent to
existential quantification overaspecified domain. Inthetheoriesof Kamp
(1981) and Heim (1982), of course, indefinitesare not viewed asinherently
quantificational, but as expressions which introduce a variable and a
condition which constrains its value. Rooth and Partee suggest that a
disjunction A or B could similarly be treated as introducing a single
variable, along with the constraint that the value of the variable be either
that of A or that of B.

Theideaisto haveaway of deriving (109b) asatrandationfor (109a):

(109) a asopranoor analto
b. ?P[P(x) & [sopranoN(x) w altoN(X)]]
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In this translation, both indefinites introduce the same variable, in
apparent violation of the standard rule in DRT and FCS that indefinites
must always introduce new variables. This violation is to be licensed by
therulefor thetranslation of thedisjunctionitself. Because theindefinites
share avariable, if apronounwhich follows*® picksup” that variable, it will
be interpreted as simultaneously anaphoric on both antecedents, or as
anaphoric on the disjunction as a whole. This explains the anaphorain
exampleslike:

(1200 A soprano or an ato will sing. She will be accompanied on the
piano.

Stone (1992) points out, however, that the approach cannot provide
ageneral account of the external anaphora data, as it does not extend to
external anaphora to NPs contained in a clausal disjunction. This is
because the semantic type of the variable introduced by the disjunction
is dependent upon the semantic type of the expressions disjoined®. A
disjunction of clauses can only introduce a free variable of typet. There
isthus no explanation for the anaphorain sequences like:

(111) A soprano will sing or an actress will recite. Then she will lead
the audience in the national anthem.

For the pronounsheto be simultaneously anaphoric ona soprano and on
an actress, thetwo NPs must shareavariable. But asthey themselvesare
not disjoined, they are not predicted to do so.

Nonetheless, the fundamental idea is quite intuitive, and emerges
againin adifferent formin Kamp and Reyl€'s (1993) DRT account. Kamp
and Reyle, of course, propose a variable-sharing treatment of external
anaphora, but suggest an inference-based strategy for introducing the
special variable. Their ideaisthat external anaphorais possible when the
NPantecedentscan beunderstoodasgiving“ alternativecharacterizations
of one and the same thing” (p.206). In such acase, we may introduceinto
the DRS an additional discourse referent which stands for this inferred
object or individual, and it is this referent which provides the antecedent
for an external pronoun.

Toillustrate, they discuss the following example:
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(112)  The barn contains a chain saw or a power drill. It makes an

ungodly racket.

By their rule for disjunction, the first sentence of (112) gives rise to the

DRSin (113)

(113)
by
the barn(x)
v z
chain saw(y) | W power drill(z)
% contains v % contains z

This provides no antecedent for the pronoun it. But from (113) we can
infer the existence of some heavy-duty power tool inside the barn, which
licenses the introduction of an additional discourse referent, asin (114):

(114)

=

Z u
the barnix)
¥ z
chain saw(y) N/ | power drill(z)
¥ contains y ¥ cofitaing =

=1

The external pronoun can now be identified with u, providing an
interpretation eguivalent to the disjunctive E-type interpretation | have

given.
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Like any inference-based account of anaphora, Kamp and Reyle's
proposal overgenerates to some extent. In particular, it does not rule out
disjunctive external anaphorato proper names. Consider:

(125)  Janeor Maud will sing. #She will be accompanied on the piano.

Thefirst sentence will giverisetothe DRSin (116):

(116)

will sing()) W will singlm)

But from this, presumably, we can infer the existence of someonewho will
sing, which should alow usto turn (116) into (117):

(117)

will sing(j) \ will sing{m)

1=u =1

The infelicity of the anaphorain (115), though, indicates that thisis not
licensed. Onecould, of course, ruleit out by fiat. Certainly, thereisnoway
toruleit out in terms of differences between anaphorato indefinites and
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anaphora to proper names, as in this framework, there is no such
difference.

The proposal of Stone (1992) is the closest to the E-type account |
have given. Stone also assumes that external pronouns are E-types, but
he adopts aversion of the pragmatic E-type account suggested in Heim
(1990). Stone adopts the general framework of situation semantics, in
which asentenceisassumed to denote aset of situations, namely, the set
of minimal situationsinwhichthe sentenceistrue'®. Theview of sentence
denotations givesriseto aparallel notion of discourse context: the set of
minimal situations denoted by the conjunction of the sentences uttered
(i.e, theintersection of thedenotationsof these sentences). Incorporating
Heim’ s suggestion into this framework, Stone treats E-type pronouns as
denoting functions which map each situation in the discourse context to
anindividual. On any occasion of use, apronoun denotes some function
whichissalient in the context applied to an argument provided by context
or by the linguistic content of the anaphor clause.

Theway thisworksfor disjunction is as follows. Consider again the
sentence:

(118) A soprano will sing or an actress will recite. Then she will lead
the audience in the national anthem.

The first sentence denotes the union of the set of minimal situationsin
which a soprano will sing with the set of minimal situations in which an
actress will recite. Assuming this sentenceto bethefirstinthediscourse,
the context will consist of just the situations in that set. By virtue of its
content, the sentence makes salient a particular function: afunction from
situations to the person who performsin that situation. This function is
used to interpret the pronounshe. The anaphor sentencewill thusbetrue
if, for every situation in the context, the person who performs in that
situation will lead the audience in the national anthem.

Once again, the account fails to distinguish between proper names
and indefinites. If thefirst sentence of (118) makes salient afunction from
situations to people who perform, then surely (119) should do so too:

(119)  Either Janewill sing or Maud will recite.
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Becausethepragmatic E-typeaccount doesnot rely onany formal relation
between an antecedent and the pronoun, it predicts that whenever the
context makes salient afunction appropriate for the interpretation of the
pronoun, the pronoun should beinterpretabl e as an E-type. So thereisno
explanation of why proper names should not be possible antecedentsfor
E-type pronouns.

The fundamental intuition which underlies al of these accountsis
that disjunctive sentences like (120) and (121) serve, in discourse, to
introduce an individual of which the speaker is able to give only a
disjunctive characterization. These sentences are, in some sense, about
that individual. A disjunctive external pronoun is used to talk of the
individual so introduced.

(120) A soprano or an alto will sing.
(121) A soprano will sing Mozart or an alto will sing Schubert.

The E-type account | have given reflects this same intuition. The
recoverable property of the antecedent clause of disjunctive E-type
pronouns is the very property which holds of the individual being
introduced. The pronoun provides a way of speaking of the individual
who bears this property.

The E-type account further reflects an intuitive distinction between
(120-121), and the parallel proper name cases:

(122)  Janeor Maud will sing.
(123)  Janewill sing Mozart or Maud will sing Schubert.

(122) and (123) do not introduce an unidentified disjunctively-
characterizable individual. Rather, they say something of Jane and Maud,
who must be independently identifiable. Thisis reflected in the absence
of an E-typeinterpretation for apronoun anaphoric on the proper names.

5.8. FURTHER ISSUESFOR THE E-TYPE ACCOUNT
In the last two chapters, | havefocused on aquite narrow set of anaphora

data, my primary interest being to provide an account of the disjunction-
related cases. Clearly, there are many other issues against which the E-
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type account | have proposed must be tested. In this final section | will
bring up some of the problematic areas.

5.8.1. Inference-based anaphora

| will begin by setting aside akind of anaphorafor which | think there can
be no completely formal linguistic account, exemplifiedin such casesas™:

(124)  Hisleg was cancerous. He contracted it in Africa.

(125)  Ispentlast summerinindonesia They arevery dissatisfied with
the present regime.

(126)  Maud hasremarried. He's an improvement over her last one.

Judgments about such examplestend to vary from speaker to speaker (and
indeed from occasion to occasion). Undoubtedly, interpretation of the
pronouninvolves somekind of inferencefromthe content of the previous
discoursetoindividual sthat we might speak about. Thiskind of inference
process has been dubbed “bridging” by Clark (1977).

These observations are perfectly compatible with the view that the
pronouns themselves denote definite descriptions whose descriptive
content must be provided by context. In the case of E-type pronouns, the
descriptive content is supplied by the recoverable property of the
antecedent clause. In examples like (124-126), the content is supplied by
the inferential process. (I do not think, though, that these examples
constitute an argument that E-type pronouns n general should betreated
pragmatically.) How thisinference process proceedsisnot aproblem for
semantic theory. The problem for semanticsis to say what the linguistic
form or content of the pronouns so interpreted is, and the definite
description view seems plausible.

5.8.2. Interpretation of plural pronouns
The precise interpretation of certain plural pronouns is a matter for
semantic theory to worry over. In my discussion, | have adopted Neale's

treatment of plural pronounsin exampleslike (127):

(127)  Some sopranos arrived late. They were held up in traffic.
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They is interpreted as the plural definite description in (128). The truth
conditions | assume (following Neale) for sentences containing plural
descriptionsarein (129):

(128)  thepl(?x.sopranol(x) & arrived-latel(x))
(129) Ethep!\l(FN)(GN)NC = 1iff ERVicF EQIC and | ERNE| > 1

But not all cases of plural E-type pronouns can be assimilated to the
singular case quite so straightforwardly. E-type pronouns anaphoric on
aconjunction are a case in point. Consider:

(130) A soprano, and an alto, came late. They; were held up in traffic.

A natural paraphrase of they is “the soprano and the alto who came | ate.”
But this paraphraseuses two conjoined definite descriptions, rather than
one. If weareto maintain aunified treatment of E-typepronounsashaving
thelogical form“thel(R)” we must find asingle definite description which
will do the same job. Neither the singular nor the plural descriptionsin
(2312) will do:

(131) a thel(?x.sopranol(x) & atol(x) & came-latel(x))
b. theN(?x.soprano(x) & altol(x) & came-late\(x))

Thesedescriptions hold only of individual s which areboth sopranosand
altos. What we need, rather, is a description which applies to plural
individuals (or sets of individuals) and which attributes the property of
having some atomic parts (or members) which are sopranos and some
other atomic parts (or members) which are altos, al of which came late.

But it is not only E-type pronouns which require such an
interpretation. The same kind of interpretation is needed for explicit
definite descriptions like the men and women, asin:

(132)  The men and women of this town believe in equal opportunity
for al.

So the complication that is raised by E-type pronouns anaphoric on
conjoined NPs is a problem raised independently by descriptions
containing conjoined common nouns, and indeed by conjoined NPs in
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general. There is a substantial literature on the semantics of conjoined
NPs, and | will not attempt any discussion of it here. The point is simply
that although E-typepronounswith conjunctiveantecedentsdointroduce
new problems, these problems are not particular to the E-type theory, but
belong to the set of questions to be answered by atheory of plural NPs.

In (130), theantecedent of theplural pronounisaconjunction of NPs,
which itself presumably has aplural denotation. But the antecedent of a
plural pronoun is not always given by a single syntactic constituent.
Consider:

(133)  First, asoprano will sing. Then two tenors will perform a duet.
Then they will al sing together.

(134)  Jane hasknown Maudfor years. Recently, sheintroduced her to
George. They get along surprisingly well.

In both of these cases, the antecedent hasto be constructed from distinct
NPs which do not form a constituent and do not even occur in the same
sentence. Modulo the problem discussed above, the E-type account can
perhaps deal with (133) by treating the two sentences containing the
antecedents as conjoined. (134) would require adifferent account, asthe
antecedents are proper names. The problem is compounded by examples
like (135), in which a plural pronoun is anaphoric on both a proper name
and aQNP:

(135)  Jane went on vacation with several friends. They had a
wonderful time.

This problem, though, is again not specific to the pronominal arena. It
arises also with overt definite descriptions, asin:

(136)  Jane went on vacation with several friends. The women had a
wonderful time.

5.8.3. Anaphorato NP digunctsand conjuncts
I"d like to return briefly to the matter of anaphora to NP disjuncts, and

extend the discussionto NP conjuncts. Currently, theanaphorain (137) is
ruled out by virtue of the rule for constructing recoverable predicates,
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which makesreferenceto the antecedent clause, rather than the particular
antecedent:

(137) A soprano or abass will sing. #He; will be accompanied on the
piano.

But in the case of conjoined NPs, it seems that anaphora to a single
conjunct ispossible;

(138) A soprano; and a bass; will attend the festival. She, will sing
Mozart and he; will sing Schubert.

If (137) isruled out by virtue of the structure of the antecedent clause,
then (138) should be too (unless both antecedents are treated as specific
indefinites). Thislooks like areason to re-formulate the rules to alow, in
general, for anaphorato asubordinate NP in aconjunction or disjunction
of NPs. Thefailure of anaphorain (137) could then be accounted for asa
matter of presupposition failure, as discussed in section 5.5.2.1.

But such a reformulation will still leave the anaphorain (139) as a
puzzle:

(139) A soprano; and a bass; will sing a duet. Then she; will sing a
Mozart ariaand he; will sing some Schubert.

The pronoun she cannot be interpreted as “the soprano who will sing a
duet” asthe soprano alone does not sing aduet. If thepronounshereare
E-type pronouns anaphoric on the subordinate NPs, their interpretation
is unlike other E-type pronouns in being constructed only from the
content of the N. (This makes them like Neale's E-type pronouns with
maximal antecedents, but the antecedents here are not maximal in Neale's
sense.) So simply allowing anaphorato a subordinate NP will not solve
the problems raised by anaphorato conjuncts. On the other hand, thisis
another case which avariable-sharing/ dynamic-binding account can deal
with straightforwardly.

The reason | an unwilling to reformulate the rules to alow for
anaphora to specific disjuncts (and conjuncts) is that the only plausible
way | seeto do so isto revert to the kind of construction-specific rules
offered by Neal e (and other existing structural E-typeaccounts). Currently,
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thestructure-sensitivity of theaccount fall sout automatically fromtheuse
that is made of the recoverable predicate of the antecedent clause. The
recoverable predicatemirrorstheinternal structureof thedenotation of the
clause; if the NP antecedents are separated by disjunction in the
denotation, then thisisreflected in the recoverabl e predicate, and hence
in the denotation of the pronoun. If we revert to a rule which picks out
individual antecedent NPs, then we will no longer be able to make
reference to the antecedent clause in the same way. So we will be forced
to stipulatetherel ation between theform of the denotation of the pronoun
and the form of the antecedent clause. The kinds of rules we would need
forthe NP disjunction and clausal disjunction casesaregivenin (140) and
(142):

(140)  Rulefor E-type pronouns with NP disjunct antecedents
If ais an E-type pronoun with antecedents NP;,...NP, occurring
as constituentsof adisjunctive NP, NP, inastructureof theform
[ipNP. [i 1P]], then:
all = thel([NP,F £..£ NP,F](X) & [i IP]P(x))

(141)  Rulefor E-type pronouns with antecedentsin clausal disjuncts
If a is an E-type pronoun with antecedents NP,...NP,, each
occurring as the widest scope NP in a clause of the form
[,eNP;i IP]] occurring asaconstituent of adisjoined clause, then:

all = the\([NP, ¢ [L1P](X) £..£ [NPF ¢ [n1P]"])

Such rules, like therules proposed in section 5.3., are merely descriptive,
and not explanatory. The more general proposal madein thischapter thus
seems worth further exploration.

5.9. CONCLUSON

If thereisany consensusin the current literature on anaphora, itisthat no
one theory can successfully account for everything. Heim (1990)
demonstrates very elegantly that thetwo principal competitorsinthefield
of anaphora, the variable-sharing/ dynamic-binding approach and the E-
type approach, have complementary failings. Neither isclearly superior to
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the other, but there may well be reasons to assume that both are in
operation, as does Chierchia (1995). Even the avowedly DRT-based
proposals of Kadmon (1987) and Kamp and Reyle (1993) incorporate
strategies which are essentially trandations into the framework of an E-
type proposal. Within the E-type literature, advocates of structural
approaches (like Neal€) acknowledge that the denotation of the pronoun
may be affected by pragmatic considerations, while pragmatic E-type
accounts that make no reference to structure are unable to account for
certain structural effects. Intheend, we seemforced to the conclusion that
there are multiple strategies for the interpretation of pronouns. One
appealing ideaisthat these strategiesare arranged in ahierarchy, perhaps
ordered by simplicity, and that in any given case, the simplest strategy
which produces areasonable interpretation is applied.

The E-type account argued for in this chapter extends the possible
contexts of application of earlier structural E-typeproposals. | haveargued
that this strategy is used to interpret disjunctive E-type pronouns. This
has given us a treatment of external anaphorato disjunction, and a new
approach to E-type anaphora.
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NOTES

1. Tounderstand the point of many of the examplesin thischapter,
you will need to know that sopranos and altos are generally female, and
tenors and basses are generally male. For the purposes of the examples,

assume that they always are.
2. Recal that | take plural E-type pronouns to be interpreted as

plural descriptions. See discussion in Chapter Four, section 4.4.3. | will

discuss plural pronouns further in section 5.8.2. of this chapter.

3. Here | could have used “w” in place of “£,” as the conjoined
expressions are of type t and in this domain the two operators are
equivalent. | will usually adopt this simplification from now on.

4.  Notethat my assumptions require me to assign a distinct index
to each of the disjoined NPs and to the disjunctive NP of which they are
constituents. This could be avoided by assuming the other indexing
strategy mentioned in section 5.3., by giving al of these NPs the same
index. It could al so be avoided by assuming that the pronoun isanaphoric
on the disjunctive NP itself, as | will discuss below.

5. Noticethat here amodal subordination reading (in the sense of
Roberts 1987) is possible, if the anaphor sentence is changed to “We
wouldhavetogetit out.” Here, theanaphor sentencefallsunder the scope
of theper hapsin thedisjunction, and the presupposition must be satisfied
just with respect to those worlds compatible with the supposition.

6.  As will become apparent later, | am committed to this reading,
which givesriseto disjunctive E-type anaphora, involving ordinary wide
scope indefinites, and not specific indefinites.

7. It seems to be possible to construct some examplesin which a
pronoun with proper name antecedents gets something likeadisjunctive
E-type reading. Imagine the coach of the Chicago Bullstelling one of his
players:

(i) If you get the ball, throw it to Jordan or Pippin. He'll dunk it.

Oneway to account for thisexamplewould beto say that in certain cases,
proper names can serve as antecedents to E-type pronouns, providing,
perhaps, the property of being identical to the bearer of the name. | think
it more likely that the pronoun has an inference-based interpretation. (See
section 8.1. below.) Certainly, what makes the anaphora possible is the
salience of arelevant property shared by Jordan and Pippin, namely, the
ability to dunk the ball. But the existence of such a property doesn’t
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guarantee the felicity of anaphora of thiskind. Compare:
(ii) Don't foul Jordan or Pippin. #He stoo tall.
The shared property of being tall doesn’t suffice to license the anaphora

here.
8.  One of the difficultiesin giving a precise formulation of Rooth

and Partee’s proposal is that their informal presentation suggests that
disjunctions of indefinite NPs are to be treated differently from all other
types of disjunction. In general, the type of the variable introduced by a
disjunction is supposed to match the type of the expressions disjoined.
So, for instance, a disjunction of intransitive verbsisto introduce a free
variable of typetet, (orts,tet,,). Butin disjunctions of indefinites, which
Rooth and Partee treat as generalized quantifiers of type +et, t,, thefree
variable introduced is of type €, i.e. the same type of variable ordinarily

introduced by indefinites in the Kamp/Heim framework.
9. Kamp and Reyle treat NP disjunctions as reductions of clausal

disjunctions, and do not provide DRS construction rules for NP

disjunctions which do not have clausal counterparts.
10. A minimal situationinwhich apropositionpistrueisasituation

in which p istrue which has no sub-partsin which p istrue.
11.  Examples(124) and (125) adapted from Neale (1990: 210, fn22.),
attributed to Paul Grice.
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CONCLUDING REMARKS

GRICE, STALNAKER AND
DYNAMIC SEMANTICS

Critiquing certain kinds of arguments in Ordinary Language Philosophy,
Gricesad:

before we rush ahead to exploit the linguistic nuances which we
have detected, we should make surethat wearereasonably clear
what sort of nuancesthey are (1989: 237).

The same undoubtedly holds for attempts to explain linguistic nuances.
What we have learnt from Grice is that there are different kinds of facts
about linguistic meaning, for which different kinds of explanations are
needed. Some facts are facts about conventional properties of
expressions, which are to be accounted for by some theory of semantic
content. Other facts are facts about the use of expressions; and for these
an entirely different kind of explanation is needed. In “Logic and
Conversation,” Gricedemonstratesthe explanatory power of theideathat
conversation is a process governed by certain principles of rational
interaction, which speakers expect one another to abide by. Speakers
expect one another to be truthful, relevant and informative. When an
interlocutor appears to be otherwise, we attempt to understand their
utterances in away which makes them so. If we cannot do that, we will
judge their utterances deficient.

239
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Grice's theory gives us a way “to distinguish between the case in
which an utterance is inappropriate because it isfalse or fails to be true,
or moregenerally failsto correspond with the world in some favored way,
and the casein which it is inappropriate for reasons of a different kind”
(Grice 1989: 4). For Grice, the distinction was vital to the pursuit of
philosophy. He believed that “amore or less detail ed study of theway we
talk ... is an indispensabl e foundation for much of the most fundamental
kind of philosophizing” (1986: 58), but recognized that the conclusionsto
be drawn from pragmatic facts differ from those which can be drawn from
semantic facts. For linguists, the distinction between different kinds of
infelicity iscrucial. The observation that alocution is syntactically well-
formed but unacceptabledoesnot meanthat itissemantically deviant, and
if the deviance lies elsewhere, we do not want our semantic theory to
account for it.

Stalnakertakesup and el aborateson thedistinction between semantic
and pragmatic facts in hiswork on presupposition. He uses the notion of
context changeto characterizethegoal sof (certainkindsof) conversation,
but understands context change as a process which is constrained and
regulated by Gricean principles. Stalnaker suggests that his theory of
presupposition “may make it possible to explain some of the facts[about
presupposition] in terms of general assumptions about rational strategy
in situations where people exchange information or conduct argument”
(1974: 205). He continues, “Where [such arguments] can be given, there
is no reason to build specific rules about presupposition into the
semantics’ (206). Stalnaker insists that there is a distinction between the
kinds of facts which are to be explained by a semantic theory, and the
kinds of factswhich are to be explained by atheory of conversation. Like
Grice, he seems to take the view that any fact which can be attributed to
general conversational principlesshould be.

Stalnaker’s theory is, of course, much more than a restatement or
reformulation of Grice’ sproposal . It goesfurther in providing aframework
in whichto elaborate on the often compl ex inter-rel ations between context
and content which arisefrom the dual rolethat context plays, being “both
the object on which speech acts act and the source of the information
relativeto which speech actsareinterpreted” (1996: 280). At thesametime,
thetheory alowsfor theinvestigation of theformal propertiesof contexts
independently of propositions expressed in them. Ultimately, though, the
Stalnakeriantheory isdesignedtoallow for explanationsof context-related
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observationsin terms of “what language is for [and] what it is supposed
todo” (1996: 277).

In Dynamic Semantics, the mode of explanationisquitedifferent. The
premise on which these theories are builtisthat meaning (content) can be
identified with context change. Thisimmediately eliminatesthedistinction
between propositional content and context change effect whichispresent
in the Stalnakerian theory. Both File Change Semantics and Dynamic
Montague Grammar alow for away to recover propositional content from
the context change potential (in DMG, from the dynamic value) of an
expression. However, the very clear distinction which is possible in the
Stalnakerian theory between constraints on propositional content and
constraints on context change effectsis lost. Moregenerally, in Dynamic
Semantics the tendency is to offer accounts of linguistic phenomenain
terms of formal properties of context, without further enquiring into the
guestion of why context should have just these formal propertiesand no
others. For instance, we have seen that some dynamic semanticistsexplain
the distinction between (1) and (2) by saying that negation renders a sub-
context opague to anaphora, while double negation does not, and by
providing formal characterizations of context which reflect this:

(N Jane doesn’t own atruck. #It'sred and it’ s parked in the drive.
2 It's not true that Jane doesn't own a truck. It's red and it’s
parked in the drive.

But we have still to answer the question of why thisisthe case, and this
seemsto meto be answerable. If we havejust denied the existence of an
object fitting a particular description, we cannot sensibly go on to
attribute properties to such an object, which isthe casein (1). In (2), we
deny the non-existence of an object fitting aparticular description, soitis
perfectly sensible to go on to make further claims about the satisfying
object. We are |eft with the question of why speakersfeel obliged to make
sense, and expect one another to do so. But this is a question of a very
different order, and is a question about something which seems more or
less undeniable. So this seems to get us much closer to an explanation
than the formal account does.

Thisisnot to say that we should not view contexts as structured or
otherwise complexentities. Indeed, | think it likely that there arelinguistic
facts which will only be explicable in terms of a more complex notion of
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context than Stalnaker’s simple possible worlds model. But whatever
model we work with, we must distinguish between those properties of
context change which are due solely to formal properties of context, and
thosewhich areimposed by general principlesof cooperativeinteraction.
In attempting to account for the presupposition projection properties of
disjunction and for the possibility of anaphora across disjunction in
semantic terms, Dynamic Semantics fails to make this distinction and in
doing so, oddly enough, conflates meaning and usein much the sameway
that the Ordinary Language Philosophers sometimesdid. It wasthisvery
conflation that motivated Grice's “Logic and Conversation” in the first
place.

In this dissertation, | have shown how general principles of
conversation can be used with explanatory force within a context-change
model. | have argued that certain properties of disjunctive sentences
should be explainedintermsof these principles, rather than by attributing
to or complex lexically-given properties such as a complex CCP. | have
distinguished between infelicities which are due to a violation of these
principles, as in (3) and (4), and infelicities which are due to formal
constraints on the construction of interpretations, asin (5) and (6):

3 #Either Jane owns atruck;, or it;'s red.
4 #Either Janeisin town, or George knows that sheis.

(5) #Most people own atruck;, or it;' s red.
(6) #Jane, or Maud, will sing. Then she;; will play the piano.

Whether or not the specific accounts are correct in their details, what is
crucial is the distinction between these two kinds of infelicity, and the
corresponding difference in the kind of account which should be given of
them.

| think the project undertaken here can be usefully extended to the
other logical operators. (Geurts (1997), for example, makes some similar
arguments for the case of conjunction.) The context change framework
and itsrealization in the various theories of Dynamic Semantics provides
importantinsightsinto certain properti esof language, whichisundeniably
context dependent in multiple ways. But in order for this framework to
provideinsight and explanation, we must not forget the Gricean injunction
to distinguish meaning and use.
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Syntax and Semantics of
Trandation Language

SYNTAX

A. Set of Types
1. eisatype
2. tisatype
3. If aand b aretypes, thentab, isatype.
4. Nothing elseisatype.
For any type a, let ME, denote the set of expressions of type a.

B. Definition of Conjoinable Type
1. tisaconjoinabletype.
2. If bisaconjoinabletype, then for any a, <a, b>isaconjoinable

type.

C. Basic Expressionsof TL
1. Foreachtype a, thereisaset of non-logical constants of type
a, Con,. Non-logical constants consist of symbols of the object
language followed by aprime.
2. For eachtypea, thereisaset of variables of type a, Var,.
For each natural number n, x, 0 Var,.
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D. Syntactic Rules
1. For each type a, every variable and constant of type ais a
member of ME,.

2. Forany typesaandb, if aOME,, and RBOME, then a(R)OME,,

3. Forany typesaand b, if aOME, and [30Var, then ?[a]OME,,, .

4. If a,AOME, then so are a& 3 and awf3.

5. For any typea, if a,ROME, then so are a¢3 and a£l3.
SEMANTICS

Let Eall° denote the interpretation of a relative to c. ¢ is to be an “all-
purpose” contextual parameter, and can bethought of ascontaining aset
of indices including at least an index for an assignment function which
assigns valuesto variables of any type.

A. Definition of Possible Denotations
Let E bethe set of all entities and T bethe set of truth values, and | et

D, bethe set of possible denotationsfor expressions of typea. Then:

1. D,isE

2. D,isT.

3. Foranytypesaandb, D.,, istheset of all functions from
D,to D,

B. Basic Expressions
1. If aOVar, thental® = c(a).
2. If aOCon, then fali® is that member of D, determined by the
lexicon of English.

e.g. Elovesli® = that function g in D, . S:t. for any a0E,
g(a)isthat functioninD,,, s.t.forany bOE g(a)(b)=1iff
blovesainc,
or, equivalently,

Eloveshic = {<b,a>: blovesain ¢}

3. Denotations of determiners:
i.  Eali° = that functionin D,.o; ..er . St. foranyainD,,, g(@)
isthat functioninD,.,, , st. for any BinD,, ,g(a)(B) = 1iff
thereisan a0E s.t. a(a)=1 and 3(a)=1.
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Or equivalently:
Eall(A)(Q)ie = 1iff thereisan a0E sit. EF°(a)=1 andEGI°(a)=1.

Or equivalently:
Fal(RN)(QNie = 1iff EAC 1 EGE O i

(Theremaining definitionswill begiven only in set terminology.)
i.  EtheN(PN)(QU© = 1 iff EPELEQWE O and *EP\iE*= 1

i, Ethe \(P)(QDIC = L iff ERICF EGIE and | ER > 1
iv. EeveryN(PV)(QU)E = 1iff EPie FEQUE

C. Composition Rules

1
2.

If aOME,,,, and ROME, then Ea(R)i¢ = Eal(ERI).
If aOME, and ROV ar, then EE?R[a]i° = that function hin D, , S.t.
for al KOD,, h(k) = Eal™™, where c[k/R}] is the set of indices
identical to c except that the assignment function included in ¢
assigns k to the expression 3.
For any a,ROME,
i. Fa&Ric=1iff fal® = 1 andERI = 1 and
ii. EawRic=1iff at least one of E'aN°~and R equalsl.
i. For any a,ROME, Eaf£ R\ = tawR\° and ta ¢ [3\° = Ea& f3\°
ii. Letbbeaconjoinabletypeandleta,R0ME,..
Then Ea£RIC = that function ginD_, . sit. for any x0D,, g(x)
=Ea()ERX)I and
fa ¢ R = that function g in D.,p- st. for any x0D,, g(x) =
Ea(x)¢ RX)Ie.
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